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Abstract

In this thesis, we investigate the optimum approach to mitigate the effects of impulse noise in wireless communication channels. First, we present a measurement campaign to verify the statistical properties of a Middleton Class-A (MCA) model for impulse noise. This campaign measures wireless interference that corrupted a 2.4 GHz industrial, scientific, and medical (ISM) band. We extend this verification to characterize the spatial coupling and correlation of impulse noise for multiple antenna systems.

We then investigate the optimum detector for binary signals corrupted by MCA noise. We approximate the MCA model to a single weighted Gaussian density such that the nonlinearities of the optimum detector can be evaluated in a closed-form expression. The approximate MCA model discriminates the noise probability density function (PDF) of Gaussian and impulsive events using a threshold detection scheme. By means of such approximations, we provide a precise analysis for the behaviors of optimum nonlinearities in reducing the effects of impulse noise. We also introduce a decision boundary analysis to justify and analyze the performance of the optimum detector in different MCA noise environments. We also approximate the nonlinearities to investigate the behaviors of the other suboptimum detectors such as a locally optimum detector (LOD) and a clipping detector. As a suboptimum approach, we further approximate the optimum nonlinearities using linear segments to introduce new suboptimum detectors such as a piecewise linear detector and a clipping-like detector.

Next, we extend the approximate MCA model to derive the optimum combining schemes for time and space diversity in the presence of fading and impulse noise. We assume perfect knowledge of noise states to evaluate the analytical performances of the optimum combining schemes for time, receive, and transmit/receive diversity in Rayleigh fading and MCA noise. Although this assumption is unrealistic, it leads to a tight performance bound for the optimum combining schemes in impulse noise. These evaluations allow us to study the performance loss of spatial diversity with respect to the number of transmit and receive antennas.

Finally, we utilize the spectral dimensions in the mitigation problem of impulse noise for orthogonal frequency division multiplexing (OFDM) systems. We start with the receiver design of OFDM systems applied to fading channels with MCA noise, such as the optimum receiver and a conventional OFDM detector. We then evaluate an upper performance bound for the optimum receiver in flat fading with MCA noise. This analysis indicates a significant performance improvement of the optimum detector over a conventional OFDM detector in impulse noise. We finally develop a sphere decoding along with sparse Bayesian learning (SBL) to realize the optimum OFDM detector in MCA noise.
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Chapter 1

Introduction

Interference is one of the main factors that severely limits the performance of wireless communication systems. Since the communication channels are not interference-free media, the signal transmission is often corrupted by adding noise or interference, e.g., additive white Gaussian noise (AWGN), radio frequency interference (RFI), and co-channel radio interference. The sources of interference can be either natural or man-made such as natural atmospheric processes, switching transients of electrical devices, household appliance, car ignitions, etc. In environments with a large number of interfering sources, a Gaussian distribution dominates as a statistical model. A well-known example is an AWGN model. However, when the potential sources of interference emit strong impulses, the noise exhibits impulsive nature [1–3]. Thus, the AWGN model will not be accurate for modeling such interference.

Recent studies show sufficient evidences of impulse noise in indoor and outdoor wireless channels [1, 4, 5], wireless data transceivers deployed in laptops [6], co-channel interference [3, 7], and aeronautical communication systems [8–11]. One of the most important steps in the development of the signal detection in impulse noise environments is the statistical modeling of interference. The most accepted models for impulse noise are a Middleton Class-A (MCA) model and symmetric alpha-stable (SaS) distributions [1, 12]. The MCA and SaS models are derived for a Poisson distributed interferer under bounded and unbounded path-loss assumptions [1, 13], respectively. Since the unbounded path-loss assumption of the SaS model is not realistic, the MCA model appears to be more physically relevant.

The effects of impulse noise on the operation of a communication system designed under the assumption of AWGN are drastic. This elevates the need for redesigning communication systems to effectively differentiate the signal from noise. The researchers have
been working hard on the development of a communication system over impulse noise channels [14–17]. A signal detection in MCA noise shows that the optimum detector provides a significant performance improvement over a conventional detector [14], even though the impulse noise is strong. However, the research towards the optimum approach is limited so far.

One of the research directions for mitigating the effects of impulse noise is to use time and spatial dimensions such as time diversity, space diversity, and space-time (ST) coding. However, conventional combining schemes of diversity could not maintain the same diversity advantages in MCA noise [18, 19]. Therefore, one of the challenging problems is to exploit the advantages of the optimum combining scheme for fading channels in the presence of impulse noise. The same challenge is observed in orthogonal frequency division multiplexing (OFDM) systems, which suffer severely in strong impulse noise, since then, the spreading effect is actually a disadvantage in contrast to weaker impulse noise.

This thesis introduces a modern study of the optimum detection schemes in the presence of MCA noise. We treat the effects of impulse noise using time, space, and frequency dimensions. Since the available physical modeling of MCA noise is limited to two receive antennas, impulse noise measurements are required to verify and extend the MCA model for an arbitrary number of receive antennas.

1.1 Statistical Models of Impulse Noise

The statistical modeling of impulse noise leads to heavy-tailed distributions as models for the amplitude distribution of impulse noise. The tails of these distributions decay at a rate less than those of a Gaussian distribution, which admits a large number of models. The existing models of impulse noise are classified as either empirical models or statistical-physical models. On the one hand, the empirical models provide tractable distributions, which fit the statistical distributions of measured data. On the other hand, the statistical-physical models admit more accurate and complex distributions whose parameters have a direct physical significance. In this section, we have looked on the most accepted models for impulse noise, such as the MCA model, the SaS distribution, a Gaussian mixture model, and generalized Gaussian distributions.

1.1.1 The Middleton’s Class-A Model

In 1972, Middleton developed three analytical models for impulsive effects of RFI [1,20,21]. Among them, the Class-A model is the most accepted one for impulse noise superimposed
to AWGN. The MCA model assumes that the received interference, \( w(t) = w_G(t) + w_I(t) \), consists of two additive noise components: a Gaussian component \( w_G(t) \) and an impulsive component \( w_I(t) \). The Gaussian component is thought to represent AWGN while the second part comprises impulsive events. The probability density function (PDF) of a real-valued noise observation, \( w \), is given by [1]

\[
p_w(w) = \sum_{m=0}^{\infty} \frac{\alpha_m}{\sqrt{2\pi \sigma^2_m}} e^{-\frac{w^2}{2\sigma^2_m}},
\]

where

\[
\alpha_m = \frac{A^m e^{-A}}{m!},
\]

and

\[
\sigma^2_m = \sigma^2_G m/A + \Upsilon \frac{1}{1 + \Upsilon}.
\]

The average variance of the MCA process is defined by \( \sigma^2 = \sigma^2_G + \sigma^2_I \), where \( \sigma^2_G \) and \( \sigma^2_I \) are the variances of \( w_G(t) \) and \( w_I(t) \), respectively. The MCA model is defined using two parameters \( A \) and \( \Upsilon \), which are related to the underlying physical process generating the impulse noise. The impulse index, \( A \), represents the mean number of impulses that occur in a specified time interval. The Gaussian factor, \( \Upsilon = \sigma^2_G/\sigma^2_I \), defines the Gaussian to impulse noise power ratio. The term \( A \Upsilon \) controls the impulsiveness of MCA noise. In (1.1), we note that the MCA density is a weighted linear combination of an infinite number of Gaussian densities with different variances, \( \sigma^2_m \). The weights of Gaussian densities, \( \alpha_m, \forall m \), can be seen as a Poisson distribution of a random variable \( m \). For this reason, \( m \) sometimes refers to the noise states of MCA noise, i.e., \( m = 0 \) is a Gaussian state and \( m > 1 \) represent the impulsive states. Mathematically, the average variance of MCA noise can be obtained as

\[
E\{w^2\} = \sum_{m=0}^{\infty} \alpha_m \sigma^2_m,
\]

\[
= \sigma^2.
\]

In Fig. 1.1, we depict the MCA distribution with different values of \( A \) and \( \Upsilon \). From this figure, we observe that the tails of the MCA density become wider for \( \Upsilon A < 1 \). However, when \( \Upsilon A \) is increased to infinity, the variance \( \sigma^2_m \) in (1.3) converges to \( \sigma^2 \). Therefore, the tails of the MCA density asymptotically approach those of a Gaussian density with variance \( \sigma^2 \). The applications of MCA models have been seen in the modeling of interference by the switching transients in power lines, car ignition, and home appliances. The MCA model also approximates multiuser interference in ultra-
1.1. STATISTICAL MODELS OF IMPULSE NOISE

Figure 1.1: PDF of MCA noise with different values of Υ and A. Note that the noise variance, \( \sigma^2 \), is unity.

wideband communication systems [22]. Besides the MCA model, Middleton proposes two additional models for broadband impulse noise. A Middleton Class-B model is used for interference whose spectrum is broader than a receiver bandwidth. A Class-C noise is a mixture of Class-A and Class-B interference. The practical application of the Middleton Class-B model is limited because it has a complex density function, which requires up to 5 parameters.

1.1.2 The Symmetric Alpha-Stable Model

The S\( \alpha \)S model captures the impulsive phenomena that encountered in many applications such as digital communications, biomedicine, and radar. The S\( \alpha \)S model lacks of a closed-form expression for its PDF. Then, the best description of the S\( \alpha \)S model can be given by its characteristic function [12, 13, 23]

\[
\varphi(\varpi) = \exp \left( j \nu \varpi - \gamma |\varpi|^\alpha \right),
\]

where \( 0 < \alpha \leq 2 \) is the characteristic exponent, \( \nu \) \((-\infty < \nu < \infty\) is the location parameter, and \( \gamma \) \((\gamma > 0)\) is the dispersion of the distribution. When \( 1 < \alpha \leq 2 \), the location parameter \( \nu \) corresponds to the mean of the S\( \alpha \)S distribution, while for \( 0 < \alpha \leq 1 \), \( \nu \) corresponds to its median. The parameter \( \gamma \) determines the spread of the distribution around its location parameter \( \nu \), which is similar to the variance of the Gaussian distribution. The characteristic exponent \( \alpha \) is the most important parameter.
of the $S\alpha S$ distribution, which controls the tails of the distribution. Figure 1.2 depicts the $S\alpha S$ distribution for different values of $\alpha$. We observe that a smaller $\alpha$ corresponds to heavier tails of the $S\alpha S$ density. This implies that the random variables of small

![Figure 1.2: PDF of $S\alpha S$ noise with different values of $\alpha$.](image)

characteristic exponents are highly impulsive. There are two important special cases of $S\alpha S$ distributions. When $\alpha = 1$, the distribution reduces to a Cauchy distribution with parameters $\gamma$ and $\nu$. When $\alpha = 2$, the distribution reduces to a Gaussian distribution with mean $\nu$ and variance $2\gamma$.

The $S\alpha S$ distributions, except for the Gaussian case, possess unrealistic assumptions regarding the infinite variance of interference. Since in practice the variances are always bounded, the $S\alpha S$ seems to be unrealistic for communication systems. However, the $S\alpha S$ model can potentially be used to approximate the Middleton Class-B model in the absence of Gaussian noise. The co-channel interference for spatially Poisson-distributed interferers reduces to the $S\alpha S$ distribution [3,7]. The same seems to be true in a multiple access system and for back-scattered echos in radar systems [24].

1.1.3 The $\varepsilon$-Mixture Model

The $\varepsilon$-mixture model is a commonly used empirical model for impulse noise. This model can be written as a weighted sum of two or more Gaussian distributions. A large number of Gaussian terms yields a non-tractable model. However, two terms are being sufficient
in most problems [25, 26]. The ε-mixture density of two Gaussian terms is given as [27]

\[ p_w(w) = \frac{1 - \varepsilon}{\sqrt{2\pi}\sigma_0^2} e^{-\frac{w^2}{2\sigma_0^2}} + \frac{\varepsilon}{\sqrt{2\pi}\sigma_1^2} e^{-\frac{w^2}{2\sigma_1^2}}, \] (1.6)

where \(0 < \varepsilon < 1\) represents the probability of having impulses. The ratio \(\sigma_1^2/\sigma_0^2\) should be chosen high enough to broaden the tails of the mixture density. The ε-mixture can approximate a wide variety of symmetric zero-mean random variables, such as the Laplacian distribution [28] and the SαS distribution [26]. In contrast to the MCA model, the second term of (1.6) is thought to approximate the impulsive terms \(m \geq 1\) of the MCA density. The relations between both models can be given as [16]

\[ \frac{\sigma_1^2}{\sigma_0^2} = 1 + \frac{1}{\Lambda \Upsilon}, \] (1.7)

and

\[ \varepsilon = 1 - e^{-\Lambda}. \] (1.8)

In the general description of ε-mixture model, the second term can be any symmetric PDF, e.g., Cauchy or Laplacian, instead of Gaussian [29].

### 1.1.4 Generalized Gaussian Distributions

A generalized Gaussian distribution has been considered as an alternative to the SαS model [30]. The generalized Gaussian model is used to model multiple access interference in spread spectrum communications [31]. Furthermore, the asymmetric generalized Gaussian distribution provides an accurate modeling for underwater acoustic data transmission [32]. The tails of the generalized Gaussian distribution decline exponentially, meaning that it is not as heavy-tailed as the SαS distribution. The generalized Gaussian distribution can be expressed as

\[ p_w(w) = \frac{\kappa}{2\sigma^2\Gamma(1/\kappa)} e^{-\frac{|w - \mu|^\kappa}{\sigma^2}}. \] (1.9)

where \(\Gamma(\cdot)\) is the gamma function. The above distribution has three parameters \(\mu, \kappa,\) and \(\sigma^2\). The parameters \(\kappa \) and \(\sigma^2 > 0\) denote the shape and variance, respectively. The distribution goes to Gaussian when \(\kappa = 2\), and it reduces to Laplacian when \(\kappa = 1\). The generalized Gaussian distribution with \(\mu = 0\) and \(\kappa = 1/5\) reduces to an HK (Henkel/Kessler) model [33, 34]. The HK model was investigated empirically to model
impulse noise on twisted pairs. This model has been found to be a good fit for all measured impulse noise collected in the networks of Deutsche Telekom and British Telecom.

### 1.2 Signal Detection in Impulse Noise

The detection problems of binary signals corrupted by impulse noise are considered in many works [14,16,17,26,27]. In general, the optimum receiver in the presence of impulse noise requires a high computational complexity. In [35], the decision region analysis is introduced as a new approach to depict the typical nonlinearity of the optimum detector in $S\alpha S$ noise. Moreover, this approach has been investigated to clarify the behavior of suboptimum detectors, such as a linear detector, a clipping detector, and a blanking detector. However, the optimum nonlinearity has hitherto not been known for binary signals corrupted by MCA noise. Herewith, we consider a classical detection problem of binary signals in MCA noise. Similar to prior works, we assume that the observation space consists of several observations ($N$ samples) of the same transmitted signals corrupted by statistically independent noise observations. The hypothesis $S_1$ corresponds to a transmitted signal $+B$, and the hypothesis $S_0$ corresponds to a transmitted signal $-B$. Under both hypotheses, we have

$$S_1 : y_k = +B + w_k, \quad k = 1, \cdots, N,$$
$$S_0 : y_k = -B + w_k.$$

where $B = \sqrt{\frac{E_b}{N}}$. Thus, the noise observations, $w_k$, are samples of a real-valued MCA noise process with average variance $\sigma^2$. For equiprobable transmitted signals $+B$ and $-B$, the maximum-likelihood (ML) detector computes the log-likelihood ratio (LLR) as

$$\Lambda_{ML} = \log \left( \frac{\prod_{k=1}^{N} p_w(y_k - B)}{\prod_{k=1}^{N} p_w(y_k + B)} \right)_{\frac{S_1}{S_0} > 0},$$

where

$$p_w(w_k) = \sum_{m=0}^{\infty} \frac{\alpha_m}{\sqrt{2\pi\sigma_m^2}} e^{-\frac{w_k^2}{2\sigma_m^2}},$$

is the MCA density of received noise. In the following subsections, we consider two types of detection schemes. One is based on the ML detection criterion, which is optimum from a theoretical perspective. A second type is suboptimum, such as a conventional detector, a locally optimum detector (LOD), and a clipping detector.
1.2.1 Optimum Detector

The performance of the optimum detector is quantitatively studied in [14]. The optimum decision rule (1.11) can be rewritten as

\[ \Lambda_{ML} = \sum_{k=1}^{N} g(y_k) \frac{s_1}{s_0}, \]  

where

\[ g(y_k) = \log(p_w(y_k - B)) - \log(p_w(y_k + B)), \]  

denotes the optimum nonlinearity. The previous expression indicates that the optimum detector comprises of a set of nonlinear operations, \( g(y_k) \), followed by a linear decision rule as illustrated in Fig. 1.3. From (1.14) and (1.12), we observe that the optimum nonlinearity, \( g(y_k) \), requires a high computational complexity because of the sum of many exponential terms. To reduce the complexity, the MCA density can be approximated by the maximum value of the first few terms [17, 36]. Accordingly, the natural logarithm of the likelihood functions, \( p_w(y_k \pm B) \), can be approximated as

\[ \log(p_w(y_k \pm B)) \approx \max_{m=0,1,2} \left\{ \log \left( \frac{\alpha_m}{\sqrt{2\pi\sigma_m^2}} e^{-\frac{(y_k \pm B)^2}{2\sigma_m^2}} \right) \right\}, \]  

\[ \approx \max_{m=0,1,2} \left\{ -\frac{(y_k \pm B)^2}{2\sigma_m^2} + \log \left( \frac{\alpha_m}{\sqrt{2\pi\sigma_m^2}} \right) \right\}. \]  

This approximation offers a practical realization of the optimum nonlinearity. However, it does not explain how the optimum nonlinearity treats the effects of impulse noise.

1.2.2 Suboptimum Detectors

In (1.14), we observe that the natural logarithm of \( p_w(y_k - B) \) and \( p_w(y_k + B) \) could not simplify further the optimum nonlinearity, \( g(y_k) \). However, approximating the likelihood functions \( p_w(y_k - B) \) and \( p_w(y_k + B) \) leads to several suboptimum solutions.
**Linear detector:** This scheme assumes that the noise is Gaussian, and hence, it ignores all impulsive terms of the MCA model, i.e., \( \alpha_m = 0, m \geq 1 \). Thus, the likelihood functions \( p_w(y_k - B) \) and \( p_w(y_k + B) \) are Gaussian, which leads to

\[
g_{LD}(y_k) = \log \left( \frac{1}{\sqrt{2\pi\sigma_0^2}} e^{-\frac{(y_k - B)^2}{2\sigma_0^2}} \right) - \log \left( \frac{1}{\sqrt{2\pi\sigma_0^2}} e^{-\frac{(y_k + B)^2}{2\sigma_0^2}} \right) ,
\]

\[
= \frac{2B}{\sigma_0^2} y_k , \quad k = 1, \ldots, N .
\]  

(1.16)

Thus, the linear detector \( \sum_{k=1}^{N} g_{LD}(y_k) \) possesses a single linear operation, which has an inferior performance in impulse noise [14].

**Locally optimum detector:** The LOD provides a closed-form approximation of the optimum nonlinearity for small signal levels \( B \). This detector uses a Taylor series expansion of \( \log (p_w(y_k \pm B)) \) around \( B \approx 0 \), which yields

\[
\log (p_w(y_k \pm B)) = \log (p_w(y_k)) \pm B \frac{d}{dy_k} \log (p_w(y_k)) + B^2 \frac{d^2}{2!dy_k^2} \log (p_w(y_k)) \pm \cdots .
\]  

(1.17)

Inserting (1.17) into (1.14), ignoring all signal terms of order 2 and higher, we obtain

\[
g_{LO}(y_k) = -2B \frac{d}{dy_k} \log (p_w(y_k)) , \quad k = 1, \ldots, N .
\]  

(1.18)

The performance of the LOD is almost optimum for small signals, but it becomes suboptimum at high signal levels [14].

**Clipping detector:** A clipping nonlinearity was proposed to remove the dependence of the LOD on the MCA density [15]. The clipping nonlinearity limits the received signal amplitudes (containing noise) to a certain value \( \gamma_c \). The clipping detector is simple since it adds almost no complexity to the linear detector. The clipping nonlinearity can be given as

\[
g_{CD}(y_k) = \begin{cases} 
y_k , & |y_k| < \gamma_c , \\
\gamma_c e^{j \arg(y_k)} , & \text{elsewhere .}
\end{cases}
\]  

(1.19)

From (1.19), we observe that the operations of the clipping detector are strongly depending on the choice of the threshold \( \gamma_c \). A too high \( \gamma_c \) leads to a linear detector, whereas an extremely low one may distort the received signal. There are two methods for finding the optimum level of \( \gamma_c \). One method is to evaluate the threshold which maximizes the signal-to-noise ratio (SNR) at the output of the clipping operation. This method does not guarantee a closed-form expression for \( \gamma_c \) [37] even for the simple Gaussian mixture
1.3 Impulse Noise Mitigation Across Time, Space, and Frequency

Diversity is one of the most attractive techniques to combat the detrimental effects of fading in wireless channels. Diversity schemes use the available dimensions, such as time, space, and frequency, to supply the receiver with several replicas of the same transmit signal. In this section, we present prior works for mitigating the effects of fading and impulse noise through these dimensions. We begin with the time diversity approach of binary signals in fading channels with impulse noise [19]. Then, for space diversity, we look into both transmit and receive diversity schemes in both fading and impulse noise [18, 19, 40]. However, when it comes to frequency, we investigate the mitigation...
schemes for impulse noise in OFDM systems [37, 41, 42]. Some recent studies show that the null-subcarriers of the OFDM systems can be used for impulse noise estimation [43, 44]. Therefore, we further discuss this approach for OFDM signals corrupted by MCA noise.

1.3.1 Time Diversity

Time diversity utilizes several time slots to supply the receiver with replicas of the same transmit signal. Figure 1.4 illustrates a digital communication system with time diversity. We restrict this model to a binary signal set. However, the extension to an $M$-ary signal set is straightforward. At a time slot $t_{n_D}$, $n_D = 1, \cdots, N_D$, the transmitter uses rectangular pulses, $s(t) = \frac{1}{\sqrt{T_b}} \text{rect} \left( \frac{t-t_{n_D}}{T_b} \right)$, to transmit binary antipodal signals $+s(t)$ and $-s(t)$ over a signaling interval, $T_b$. The transmitted signals are assumed to undergo frequency non-selective slowly fading channels. This means that the coefficients of the fading channels remain constant during the signaling interval $T_b$. Thus, the received signals for the $N_D$ time slots can be given as

$$y_{n_D}(t) = \pm \sqrt{ \frac{E_b}{N_D} } h_{n_D} s(t) + z_{n_D}(t), \quad n_D = 1, 2, \cdots, N_D,$$  

where $h_{n_D}$ represents the fading coefficient of a complex Gaussian channel for the $n_D^{th}$ time slot. To guarantee independent fading coefficient between different time slots, the separation between two consecutive time slots should be greater than the coherence time of the channel [45]. $z_{n_D}(t)$ is a complex-valued MCA noise process in the $n_D^{th}$ signaling interval. Since the received signals, $y_{n_D}(t)$, is passed through a matched filter followed by
a sampler. The received signal observations can be given as

\[ y_{nD} = \pm \sqrt{\frac{E_b}{N_D}} h_{nD} + z_{nD} , \quad n_D = 1, 2, \cdots, N_D , \]  

(1.25)

where \( z_{nD} \), \( n_D = 1, \cdots, N_D \), represent the samples of a complex-valued MCA process at the output of matched-filtering for the \( N_D \) time slots. Under the assumption that the duration of impulsive waveforms comprising \( z_{nD}(t) \) is less than or equal to \( T_b \), the noise samples, \( z_{nD} \), at different time slots can be assumed statistically independent\(^1\). The complex-valued MCA process is given as \([18, 19]\)

\[ p_z(z_{nD}) = \sum_{m=0}^{\infty} \frac{\alpha_m}{(2\pi \sigma_m^2)} e^{-\frac{|z_{nD}|^2}{2\sigma_m^2}}, \]  

(1.26)

where \( z_{nD} = z_{I_{nD}} + jz_{Q_{nD}} \). In this case, the average power of the baseband MCA noise process is \( \text{E} \{|z_k|^2\} = 2\sigma^2 \). There are several combining methods, which treat the effects of impulse noise and fading \([19]\). In the following, we briefly discuss those schemes for binary signals in fading channels with complex-valued MCA noise.

**Conventional schemes**: The conventional combining schemes, such as maximum ratio combining (MRC), selection combining, and equal gain combining are well-known schemes for combating the effects of fading in AWGN. These schemes possess simple realizations. However, they provide a limited performance in fading channels with impulse noise \([19]\). The MRC scheme is simply

\[ \Lambda_{MRC} = \sum_{n_D=1}^{N_D} h_{nD}^* y_{nD} \frac{s_1}{s_0} \geq 0 . \]  

(1.27)

From (1.27), we note that MRC weights the signal observations according to the gain of fading, which is a suboptimum method for treating the effects of MCA noise.

**Optimum combining**: The optimum detector of binary signals in fading channels and

\(^1\)When the transmitted signals are separated enough over time, we can assume independent channels for both fading and interference processes.
MCA noise computes

$$\Lambda_{ML} = \log \left( \prod_{n_D=1}^{N_D} p_z \left( y_{n_D} - \sqrt{\frac{E_b}{N_D} h_{n_D}} \right) \right) \frac{s_1}{s_0},$$

$$= \sum_{n_D=1}^{N_D} g(y_{n_D}, h_{n_D}) \left( \frac{s_1}{s_0} \right),$$

where

$$g(y_{n_D}, h_{n_D}) = \log \left( p_z \left( y_{n_D} - \sqrt{\frac{E_b}{N_D} h_{n_D}} \right) \right) - \log \left( p_z \left( y_{n_D} + \sqrt{\frac{E_b}{N_D} h_{n_D}} \right) \right),$$

denotes the nonlinearity of the optimum combining scheme. We observe that the above nonlinearities possess a complex representation of the MCA noise density. Therefore, the LOD and the clipping detector can easily be developed as a suboptimum solution for binary signals in fading channels and impulse noise.

### 1.3.2 Spatial Diversity

Antenna diversity uses spatial dimensions by employing multiple transmit and/or receive antennas to supply the receiver with several replicas of the same transmit signal. Since the antennas are often spaced far enough, the fading gains between different antenna pairs can be assumed statistically independent. This assumption may not hold true for impulse noise at different receive antennas. Since the receive antennas are victims to the same physical interference process, the statistical-physical modeling of MCA noise proved that the noise observations for 2-receive antennas are dependent and may be correlated [46]. The algebraic extension of this model leads to a multivariate Class-A distribution, which can be used for an arbitrary number of receive antennas [18]. In this section, we consider a receiver design for spatial diversity using multiple receive antennas, and transmit/receive diversity using multiple-input multiple-output (MIMO) channels in the presence of MCA noise.

#### 1.3.2.1 Receive Diversity

We consider a communication system equipped with a single transmit antenna and $N_R$ receive antennas (see Fig. 1.5). The received signal at the $N_R$ receive antennas can be
expressed as
\[ y_{n_R}(t) = \pm \sqrt{E_b} h_{n_R} s(t) + z_{n_R}(t), \quad n_R = 1, 2, \cdots, N_R, \] (1.30)
where \( +s(t) \) and \( -s(t) \) are the transmit antipodal signals. \( h_{n_R}, n_R = 1, \cdots, N_R, \) are complex-valued fading coefficients for the \( N_R \) channels. \( z_{n_R}(t) \) represents the interference process as seen by the \( n_R^{th} \) receive antenna. After matched-filtering, the received observations, \( y_{n_R} \), can be given as
\[ y_{n_R} = \pm \sqrt{E_b} h_{n_R} + z_{n_R}, \quad n_R = 1, 2, \cdots, N_R, \] (1.31)
where \( z_{n_R} \) denotes a complex baseband impulse noise sample. Since the noise observations, \( z_{n_R}, n_R = 1, \cdots, N_R, \) comprise of impulse noise of the same physical sources, the noise samples for different receive antennas are jointly dependent. For 2-receive antennas, a bivariate MCA distribution is derived as the statistical-physical model for the received noise vector, \( \mathbf{z} = [z_1, z_2]^T \), as [46]
\[ p_{\mathbf{z}}(\mathbf{z}) = \frac{e^{-A}}{(2\pi)^2|\Sigma_0|} e^{-\frac{1}{2}z^H \Sigma_0^{-1}z} + \frac{1 - e^{-A}}{(2\pi)^2|\Sigma_1|} e^{-\frac{1}{2}z^H \Sigma_1^{-1}z}, \] (1.32)
where \( |\cdot| \) denotes a determinant, and \((\cdot)^H\) represents the conjugate transpose. \( \Sigma_0 \) and \( \Sigma_1 \) are the covariance matrices of the Gaussian and impulse terms, respectively. Hence, \( \Sigma_m, m = 0, 1, \) are given as
\[ \Sigma_m = \begin{pmatrix} \sigma_{m,1}^2 & \rho_m \sigma_{m,1} \sigma_{m,2} \\ \rho_m \sigma_{m,2} \sigma_{m,1} & \sigma_{m,2}^2 \end{pmatrix}, \] (1.33)
where
\[ \sigma_{m,n_R}^2 = \sigma_{n_R}^2 \frac{m/A + \Upsilon_{n_R}}{1 + \Upsilon_{n_R}}, \quad n_R = 1, 2, \tag{1.34} \]
and \( \rho_m \) is the correlation coefficient of noise observations \( z_1 \) and \( z_2 \). Since \( \sigma_{n_R}^2 = \sigma_G^2 + \sigma_I^2 \), and \( \sigma_I^2 = \sigma_G^2 / \Upsilon_{n_R} \), the above model implies that the received interference, \( z_{n_R}(t), \forall n_R \), are possessing unequal Gaussian factors \( \Upsilon_{n_R} \) at the 2-receive antennas. For an arbitrary number of receive antennas, \( N_R \), a multivariate MCA distribution [18, 19] can be used as
\[ p_z(z) = \sum_{m=0}^{\infty} \frac{\alpha_m}{(2\pi)^{N_R/2} \Sigma_m} e^{-\frac{1}{2} z^H \Sigma_m^{-1} z}, \tag{1.35} \]
where \( \Sigma_m \) is given as
\[ \Sigma_m = \begin{pmatrix} \sigma_{m,1}^2 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & \sigma_{m,N_R}^2 \end{pmatrix}. \tag{1.36} \]
From (1.36), it is obvious that the noise observations, \( z_{n_R}, n_R = 1, \cdots, N_R \), are dependent but uncorrelated. When \( \Upsilon_{n_R} = \Upsilon, \forall n_R \), the model in (1.35) reduces to a balanced multivariate MCA distribution [19]. The optimum combining scheme of receive diversity computes the following statistics
\[ \Lambda_{ML} = \log \left( \frac{p_z(y - \sqrt{E_b} h)}{p_z(y + \sqrt{E_b} h)} \right) \frac{s_1}{s_0}, \tag{1.37} \]
where \( h = [h_1, \cdots, h_{N_R}]^T \) is the channel vector. The prior works show that MRC approximates the optimum combining scheme for balanced multivariate MCA noise [19]. However, it is not obvious how the optimum scheme should behave in correlated and unbalanced MCA noise.

### 1.3.2.2 Transmit/Receive Diversity

MIMO refers to the transmission over radio links formed by multiple transmit and receive antennas. Figure 1.6 depicts a MIMO system equipped with \( N_T \) transmit and \( N_R \) receive antennas. One of the key advantages of the MIMO system lies in the ability of achieving transmit diversity. Herewith, we consider an orthogonal ST coding scheme, which provides a full diversity gain in Rayleigh fading with AWGN channels. The ST coding uses \( N_D \) time slots to encode a block of \( N_B \leq N_T \) information symbols, \( s_{nB}, n_B = 1, \cdots N_B \), into
a ST code matrix, $C \in \mathbb{C}^{N_T \times N_D}$, as

$$C = \begin{pmatrix}
  c_{1,1} & c_{1,2} & \cdots & c_{1,N_D} \\
  c_{2,1} & c_{2,2} & \cdots & c_{2,N_D} \\
  \vdots & \vdots & \ddots & \vdots \\
  c_{N_T,1} & c_{N_T,2} & \cdots & c_{N_T,N_D}
\end{pmatrix}, \quad (1.38)$$

where the entries $c_{nT,nD}$ denote the coded symbols transmitted from the $n^{th}$ transmit antenna during the $n^{th}$ time slot. The Alamouti’s ST transmission scheme is one of the most famous orthogonal ST block codes. The Alamouti’s ST code matrix can be given as [47]

$$C_2 = \begin{pmatrix}
  s_1 & -s_2^* \\
  s_2 & s_1^*
\end{pmatrix}, \quad (1.39)$$

where the information symbols $s_1$ and $s_2$ are taken from a complex signal set such as PSK or QAM. The Alamouti scheme achieves full transmit diversity for two transmit antennas. The orthogonal ST block codes for three and four transmit antennas can be given as [48]

$$C_3 = \begin{pmatrix}
  s_1 & -s_2^* & -s_3^* & 0 \\
  s_2 & s_1^* & 0 & -s_3^* \\
  s_3 & 0 & s_1^* & s_2^*
\end{pmatrix}, \quad (1.40)$$

and

$$C_4 = \begin{pmatrix}
  s_1 & -s_2^* & -s_3^* & 0 \\
  s_2 & s_1^* & 0 & -s_3^* \\
  s_3 & 0 & s_1^* & s_2^* \\
  0 & s_3 & -s_2 & s_1
\end{pmatrix}, \quad (1.41)$$
respectively. The received signal vectors $y_{nD}, n_D = 1, \cdots, N_D,$ can be expressed as

$$y_{nD} = \sqrt{\frac{E_b}{N_T}} H c_{nD} + z_{nD}, \quad n_D = 1, \cdots, N_D,$$

where $H \in \mathbb{C}^{N_R \times N_T}$ is a MIMO channel matrix with complex-valued Gaussian distributed random entries. $c_{nD} \in \mathbb{C}^{N_T \times 1}$ is the $n_D$th column vector of the transmit ST code matrix, $C$. $E_b$ is the transmitted energy per symbol. $z_{nD} \in \mathbb{C}^{N_R \times 1}$ is a noise vector of complex-valued MCA observations for different receive antennas. To specify the MCA model over the time dimension, we assume that the noise vectors $z_{nD}$, for different time slots, are statistically independent. It follows that the joint distribution of the received noise vectors, $z_{nD}$, $n_D = 1, \cdots, N_D$, can be given as

$$p(z_1, \cdots, z_{N_D}) = \prod_{n_D=1}^{N_D} p_z(z_{nD}),$$

$$= \prod_{n_D=1}^{N_D} \sum_{m_D=0}^{\infty} \left(\frac{\alpha m_D}{2\pi N_R} \left| \Sigma_{m_D} \right| \right) e^{-\frac{1}{2} \sum_{m_D=0}^{\infty} \left( \sum_{m_D=0}^{\infty} \right) \alpha m_D}.$$

The optimum decoder of the orthogonal ST block codes in the presence of MCA noise is considered in [18, 40]. For a multivariate MCA model given in (1.35), the optimum decoding metric can be given as [18]

$$\hat{C}_{ML} = \arg \max_C \prod_{n_D=1}^{N_D} p_z \left( y_{nD} - \sqrt{\frac{E_b}{N_T}} H c_{nD} \right).$$

From (1.44), we observe that the optimum decoder performs an exhaustive searching process to compute the metrics for all possible transmit ST coded matrices. The performance evaluation of MIMO systems in uncorrelated MCA noise shows a loss in the performances of the optimum ST decoding in impulse noise over those in AWGN [18]. However, it is not clear how the ST coding behaves in the case of correlated MCA noise. Hence, there is a need to investigate the performance evaluation of the optimum ST decoding that utilizes noise correlations to improve the performance.

### 1.3.3 OFDM Signals

OFDM is essentially a discrete form of multicarrier modulation, which transmits serial data streams on a set of parallel subcarriers. Under ideal channel conditions, the parallel subcarriers are orthogonal. The number of subcarriers is chosen such that the bandwidth
of each subcarrier is much less than the coherence bandwidth of the fading channel. Thus, each subcarrier undergoes flat fading. Figure 1.7 illustrates a discrete-time model of a conventional OFDM system with $N$ subcarriers. In this figure, the incoming information bits are mapped into $N$ complex symbols, $s_k$, $k = 0, \cdots, N - 1$, according to the used modulation scheme, such as PSK or QAM. The discrete-time samples of the OFDM signal is generated using the inverse discrete-Fourier transform (IDFT) as follows:

$$x_n = \frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} s_k e^{-j \frac{2\pi kn}{N}}, \quad n = 0, \cdots, N - 1.$$  \hspace{1cm} (1.45)

The OFDM symbol $\mathbf{x} = [x_0, \cdots, x_{N-1}]^T$ can be expressed in matrix notation as follows

$$\mathbf{x} = \mathbf{W}_N^H \mathbf{s},$$  \hspace{1cm} (1.46)

where $\mathbf{W}_N^H$ is the IDFT matrix. We consider that the OFDM symbol, $\mathbf{x}$, passes through a multipath fading channel. The discrete-time model of the multipath channel can be given as [45]

$$h(n; \nu) = \sum_{l=0}^{L-1} h_l[n] \delta(n - \nu_l),$$  \hspace{1cm} (1.47)

where $L$ is the number of paths and $h_l[n]$ is the channel gain of the $l^{th}$ path. The path gains, $h_l[n]$, $\forall l$, are characterized as a complex-valued Gaussian random variable with time index $n$ and statistically independent for any $l$. $\nu_l$ is the channel delay (in sample) associated with the $l^{th}$ path. Without loss of generality, we assume that $0 \leq \nu_0 \leq \nu_1 \leq \cdots \leq \nu_{L-1} < N$. To suppress intersymbol interference, the cyclic prefix (CP) is appended to the OFDM symbol by copying the last $\mu_{cp}$ samples to the beginning of the current OFDM symbol. Then, $x_n$, $n = N - \mu_{cp}, \cdots, N - 1, 0, \cdots, N - 1$, represents the
transmitted OFDM sequence. For slowly fading channels, one can further assume that the path gains remain constant during the duration of the OFDM symbol, i.e., $h_l[n] \approx h_l$. The received OFDM sequence can be given as

$$y_n = \sqrt{E_b} \sum_{l=0}^{L-1} h_l x_{n-l} + z_n, \quad n = -\mu_{cp}, \cdots, -1, 0, \cdots, N-1.$$  

(1.48)

where $z_n$ denotes the additive complex noise sequence. The received sequences $y_{-\mu_{cp}}, \cdots, y_{-1}$ are affected by ISI, so we discard them. In matrix notation, given that $\nu_{L-1} \leq \mu_{cp}$, the received OFDM symbol after the CP removal is given by

$$y = \sqrt{E_b} \tilde{H} x + z,$$  

(1.49)

where $\tilde{H} \in \mathbb{C}^{N \times N}$ is a circulant convolution channel matrix of i.i.d. complex Gaussian entries. $\tilde{H}$ is fully specified by one vector $h = [h_0, \cdots, h_{L-1}, 0_{1 \times N-\nu_{L-1}}]^T$, which is the first column of $\tilde{H}$. The remaining columns of are cyclic permutations of $h$ with offset equal to the column index. The conventional OFDM system applies a discrete-Fourier transform (DFT) operation to compute the following decision variables

$$Y = \sqrt{E_b} W_N \tilde{H} x + W_N z,$$

$$= \sqrt{E_b} \text{diag}(\Lambda) s + Z,$$  

(1.50)

where $W_N$ is the DFT matrix and the elements of $\Lambda$ are the eigenvalues of $\tilde{H}$. The DFT pairs convert the frequency-selective fading into a set of parallel flat-fading channels. Since $W_N$ is unitary, when $z$ is Gaussian, it follows that $W_N z$ is still Gaussian with unchanged average noise power. The DFT receiver is the optimum in the case of Gaussian noise. In impulse noise, due to the spreading effect of the DFT matrix, the conventional DFT operation averages the effects of impulse noise over all used subcarriers. This justifies why the conventional OFDM system is more robust to impulse noise than single carrier systems. There are two main approaches to mitigate the effects of impulse noise for OFDM systems. Those approaches are classified as a time-domain approach and a frequency-domain approach. The time-domain approach cancels the effects of impulses before the DFT operation such as a clipping and a blanking nonlinearity [37,39,41]. In the frequency-domain approach, a set of unused subcarriers can be used to estimate the presence of impulse noise in the received OFDM symbol [49]. Sparse Bayesian learning (SBL) [43,44] is one of the most effective approaches to mitigate the effects of impulse noise using a set of null-subcarriers. This method assumes that the received noise vector has two components: a Gaussian component $z_G$ and impulsive component $z_I$. Since the impulsive component
z_I is sparse in time, the SBL approach provides an efficient estimate of z_I by allocating a set of null subcarriers. Subtracting the reconstructed interference, \( \hat{z}_I \), from the OFDM symbol achieves up to 5 dB gain in an SNR [49]. Adapting the SBL algorithm to jointly estimate the transmitted sequence along with the sparse impulse noise vector from all subcarriers provides up to 10 dB gain over a conventional OFDM receiver [49].

1.4 Outline of the Thesis

In this thesis, we introduce modern detection schemes of digital signals in the presence of MCA noise. We treat the effects of impulse noise utilizing temporal, spatial, and spectral information at the receiver. The rest of the thesis is divided into five chapters as follows:

Chapter 2 considers an empirical verification of the MCA model for 2.4 GHz wireless interference. We begin with the statistical properties of a white MCA noise process. We also present the band-limitation effects of filtering on the temporal correlation of noise samples. For spatial dimensions, we introduce a correlated multivariate MCA model as an analytical model for spatially coupled impulse noise. Using our own measurement setup, we verify the multivariate MCA model for wireless interference in the 2.4 GHz band. The measurement setup can handle up to four interfering signals using 4-receive antennas.

In Chapter 3, we consider the classical detection problem of binary signals in MCA noise. We introduce an approximate representation of the MCA model, where we further simplify the two-term model to a single term. Such an approximation leads to a closed-form representation of the optimum nonlinearity. In addition, we introduce a decision boundary analysis to justify the performance of the optimum detector in different MCA noise environments. Additionally, we use the approximate nonlinearity to justify and analyze the behavior of suboptimum detectors such as an LOD, and a clipping detector. For further simplification, we propose a piecewise linear approximation of the optimum nonlinearity, which reduces the complexity of the optimum detector.

Chapter 4 deals with the optimum schemes for mitigating the effects of fading and impulse noise. We derive an asymptotic upper performance bound of the optimum combining schemes for time and space diversity. We analyze and justify the performance of each scheme in different conditions of impulse noise. We further show how the approximate MCA model can be used to simplify the optimum combining schemes in closed form. For ST coding, we derive an upper bound of the pairwise error probability (PEP) of the
optimum ST decoding in the presence of spatially correlated MCA noise. In addition, we introduce an approximate metric of the optimum ST decoding in MCA noise similar to a minimum distance (MD) metric of the optimum decoding in Gaussian noise.

Chapter 5 considers the detection problems of OFDM signals over fading channels with MCA noise. First, we discuss the different detection schemes of OFDM signals in MCA noise, such as the optimum OFDM receiver, a zero-forcing (ZF) detector, and nonlinear detectors. We show that the blanking nonlinearities are related to the minimum mean-square error (MMSE) detector for mitigating the effects of MCA noise. Second, we derive an upper performance bound of the optimum OFDM detector in MCA noise. Since the optimum receiver requires perfect knowledge of noise states, we adopt the SBL approach to estimate the state of MCA noise using nulling subcarries. Finally, we introduce a first step towards the realization of the optimum OFDM detector in impulse noise.

In Chapter 6, we conclude this thesis and provide future research directions.
Chapter 2

Impulse Noise Measurements

The 2.4 GHz industrial, scientific, and medical (ISM) band is originally reserved for the use of radio frequency emissions of ISM equipments such as microwave ovens, medical equipment, car ignition, and hairdryers. Since this band is licensed-free, it is already shared by communication systems such as Bluetooth, cordless phones, and a wireless local area network (LAN). Thus, the coexistence of ISM appliances can severely interfere with the operations of communication systems at the 2.4 GHz band. Interference measurements at the 2.4 GHz ISM-band show that the interference exhibits the impulsive nature of the MCA distribution [6]. As we showed in Chapter 1, the MCA model describes only the amplitude distributions, which already come with question marks, almost no correlation (spectral) properties, neither in time nor space, except for rudimentary 2-antenna systems in [46]. In addition, the algebraic extension of the MCA model for multiple-antenna systems is not well explained and verified.

In this chapter, we employ impulse noise measurements to verify the MCA model for multiple-antenna systems. First, we investigate the statistical properties of the MCA noise process. Then, we introduce a correlated multivariate MCA model as an algebraic extension of the MCA model for an arbitrary number of receive antennas. To validate this extension, we used a measurement setup with 4-receive antennas to measure 4 interference processes in parallel.

2.1 Statistical Properties of MCA Interference

The analytical model of MCA interference [1] provides the amplitude distributions of the received passband noise at the output of the intermediate frequency (IF) stage of the
The passband MCA noise, $w(t)$, can be expressed as

$$w(t) = \text{Re}\{z(t)e^{j2\pi f_c t}\},$$

(2.1)

where $z(t) = z_I(t) + jz_Q(t)$ is the equivalent lowpass noise process and $f_c$ is the carrier frequency. In fact, Middleton assumed that the bandpass filter (BPF) of the receiver stages has a negligible effect on the amplitude distribution of the received interference. This implies that the impulse response of the bandpass filter is extremely short compared to the duration of the impulse noise. Thus, Class-A noise is regarded as the interference process whose spectrum is equal to or less than the receiver bandwidth. The MCA density of the passband noise samples of $w(t)$ is given as

$$p_w(w) = \sum_{m=0}^{\infty} \frac{\alpha_m}{\sqrt{2\pi}\sigma_m^2}e^{-w^2/2\sigma_m^2},$$

(2.2)

where

$$\alpha_m = \frac{A^m e^{-A}}{m!},$$

(2.3)

and

$$\sigma_m^2 = \frac{\sigma_G^2}{1+\Upsilon} + \frac{\sigma_I^2}{1+\Upsilon}.$$  

(2.4)

The parameters $A$ and $\Upsilon$ were designated as the impulsive index and the Gaussian factor of the MCA model, respectively. The above model assumes that the received passband interference, $w(t)$, consists of two independent noise components: Gaussian background noise $w_G(t)$ and impulsive noise $w_I(t)$. The variances of these components are related to $\Upsilon$ as

$$\sigma_G^2 = \frac{\Upsilon}{1+\Upsilon},$$

(2.5)

and

$$\sigma_I^2 = \frac{1}{1+\Upsilon},$$

(2.6)

where $\sigma^2 = \text{E}\{w^2\}$ is the average power of the passband noise process. From the above equations, it is clear that the ratio $\sigma_G^2/\sigma_I^2$ defines the Gaussian factor $\Upsilon$. The average power of the MCA noise process, $\sigma^2$, is related to $\sigma_G^2$ and $\sigma_I^2$ as follows:

$$\sigma^2 = \sigma_G^2 + \sigma_I^2,$$

$$= \sigma_G^2 + \frac{\sigma_G^2}{\Upsilon}.$$  

(2.7)
From (2.4)–(2.6), we relate $\sigma_m^2$ to $\sigma_G^2$ as

$$\sigma_m^2 = \sigma_G^2 + \frac{m}{A} \sigma_I^2,$$

$$= \sigma_G^2 \left(1 + \frac{m}{A \Upsilon}\right).$$

(2.8)

The above equation implies that $\sigma_0^2 = \sigma_G^2 < \sigma_1^2 < \cdots < \sigma_\infty^2$. The first term of (2.2) represents the scaled distribution of the Gaussian noise, $w_G$. The remaining terms, $m = 1, \cdots, \infty$, are thought to model the presence of impulse noise $w_I$. Accordingly, the parameter $m$ can be designated as the noise state of $w(t)$, i.e., $m = 0$ refers to a Gaussian state and $m = 1, 2, \cdots, \infty$ refer to impulsive states\(^1\). Therefore, the impulsive component, $w_I$, is comprised of a single event summarizing all possible impulsive states, where the probability of being in each state is given by $\alpha_m$. Numerically, the impulsive index, $A$, can take on any real positive values. However, Middleton defined $A$ over a specific range, $A \in [10^{-6}, 1]$, as follows

$$A = \frac{A_I T_I}{T},$$

(2.9)

where $A_I$ denotes the average number of impulsive emissions in the observation period $T$. $T_I$ denotes the mean duration of the impulsive emissions. The definition of $A$ may not hold true for $A > 1$. To enhance the understanding, we provide some details of the MCA density for different values of $A$.

For $A < 1$, the probability $\alpha_m$ tends to zero rather rapidly as $m$ increases. Therefore, the first two terms of (2.2) are sufficient to approximate the MCA density. The samples of MCA noise $w(t)$ can be seen as the emissions of either a Gaussian state, $m = 0$, or an impulsive state, $m = 1$. Since $T = N T_I$, the impulsive index, $A = \frac{A_I}{N}$, expresses the probability of being in the impulsive state. This explains why the value of $A$ is upper bounded by 1. Figure 2.1 depicts a pictorial view of noise observations for $A = 0.1$ and $N = 10$. Since $\sigma_I^2/\sigma_0^2 = 1 + \frac{1}{A \Upsilon}$, the term $A \Upsilon$ controls the variance of the impulse

\[ A = \frac{1}{10} \]

\[ \text{9 Gaussian emissions} \]

\[ m = 0 \quad m = 0 \quad m = 0 \quad m = 0 \quad m = 0 \quad m = 0 \]

\[ \text{1 impulsive emission} \]

\[ T = 10 T_I \]

![Figure 2.1: A pictorial view of MCA noise observations for $A = 0.1$ and $N = 10$](image-url)

\(^1\)Impulsive states represent the presence of impulse noise with Gaussian noise.
noise (the impulsiveness of noise). For \( A > 1 \), the probability \( \alpha_m \) does not as rapidly decrease with \( m \). Hence, the first two terms will not be sufficient to approximate the MCA density. Since \( \alpha_m \) follows a Poisson distribution of the noise state \( m \), \( A \) can be seen as the expectation of \( m \) in the observation time \( T = N \bar{T} \). Thus, we have

\[
A = \sum_{k=1}^{N} \frac{m_k}{N},
\]

where \( m_k \) represents the noise state of the \( k \)th observation. The parameter \( A_I \), for \( A > 1 \), can be seen as the sum of noise states for the impulsive samples rather than the average number of impulsive emissions. Figure 2.2 depicts a pictorial view of the noise states for \( A = 1.6 \) and \( N = 10 \). In Fig. 2.2, we show that 5 noise states are required to model the MCA noise for \( A = 1.6 \). Moreover, we note that the events are not dominated by a single noise state, and hence, the statistics of the MCA samples approach a Gaussian distribution with variance \( \sum_{m=0}^{\infty} \alpha_m \sigma_m^2 = \sigma^2 \).

To investigate the tail behavior of the MCA distribution with respect to \( A \), we evaluate the complementary cumulative distribution function (CCDF) of the received noise amplitude, \( |w| \), as follows:

\[
P(|w| > \gamma) = 2 \int_{\gamma}^{\infty} p_w(w)dw,
\]

\[
= \sum_{m=0}^{\infty} \alpha_m \text{erfc} \left( \frac{\gamma}{\sqrt{2\sigma_m}} \right). \tag{2.11}
\]

In Fig. 2.3, we illustrate the CCDF curves of the MCA density for different \( A \). We observe that the CCDF has a plateau shape [21]. For \( A < 1 \) and \( A \bar{T} < 1 \), the width and the height of the plateau curve are dominated by \( \sigma_1^2/\sigma_0^2 \approx 1/A \bar{T} \) and \( A \), respectively. This suggests a 2-term approximation of the MCA model in the form of

\[
p_w(w) \approx \frac{1-A}{\sqrt{2\pi\sigma_0^2}} e^{-w^2/2\sigma_0^2} + \frac{A}{\sqrt{2\pi\sigma_1^2}} e^{-w^2/2\sigma_1^2}, \tag{2.12}
\]
2. IMPULSE NOISE MEASUREMENTS

Figure 2.3: CCDF of MCA noise with different values of $A$. Note that the noise variance, $\sigma^2$, is unity.

where the second term of (2.12) is sufficient to approximate the impulsive terms of the MCA model. In addition, we note that when $A > 1$, the CCDF of the MCA model approaches a Gaussian distribution with variance $\sigma^2$.

To investigate the distribution of the equivalent lowpass noise $z(t)$, the passband MCA noise $w(t)$ can be expressed in terms of quadrature components $z_I(t)$ and $z_Q(t)$ as follows:

$$w(t) = \text{Re}\{ (z_I(t) + jz_Q(t)) e^{j2\pi f_c t} \},$$

$$= z_I(t) \cos(2\pi f_c t) - z_Q(t) \sin(2\pi f_c t).$$

(2.13)

Since the MCA model assumes that the spectrum of the receiver filter, $B_T$, is greater than the spectrum of impulse noise, the quadrature components of $w(t)$ can be seen as lowpass MCA noise processes. This justifies the complex extension of the MCA distribution [18], which represents the joint density of baseband noise, $z(t) = z_I(t) + jz_Q(t)$, as

$$p_z(z) = \sum_{m=0}^{\infty} \frac{\alpha_m}{2\pi \sigma_m^2} e^{-|z|^2/2\sigma_m^2},$$

(2.14)

where $|z|^2 = z_I^2 + z_Q^2$. 
2.1.1 Temporal Dependence and Correlation

We assume that the MCA noise process $w(t)$ is sampled uniformly at times $kT_s$, $k = 1, 2, \cdots, N$, where $T_s$ is the sample spacing. Since the MCA model ignores the time dependence between samples of $w(t)$, the MCA noise sample at the $k^{th}$ sampling instant can be represented as

$$w(kT_s) = w_{mk} \delta(t - kT_s),$$  \hspace{1cm} (2.15)

where $\delta(t)$ is a Dirac delta function and $m_k$ denotes the state of noise observations (Gaussian for $m_k = 0$ or impulsive for $m_k \geq 1$) at the $k^{th}$ sampling instant. The MCA noise samples, $w_{mk}, \forall k$, are Gaussian random variables with zero mean and variances $\sigma_{mk}^2$.

To investigate the effects of the BPF on the statistical properties of $w(kT_s)$, we assume an ideal BPF with a spectrally flat response to all frequencies in the range $|f - f_c| \leq \frac{1}{2}B_T$. The normalized impulse response of the ideal BPF can be given as

$$h_{BPF}(t) = \frac{1}{B_T} \frac{\sin(\pi B_T t)}{\pi t},$$  \hspace{1cm} (2.16)

Figure 2.4 shows a typical impulse response of the ideal BPF filter. At the input of the

![The impulse response of an ideal BPF](image)

Figure 2.4: The impulse response of an ideal BPF

filter, the MCA noise samples, $w(kT_s), \forall k$, can be seen as a series of ideal mathematical impulses whose weights are Gaussian random variables of variances $\sigma_{mk}^2$. Thus, each impulse at the output of the filter is shaped and stretched in time according to $h_{BPF}(t)$. Therefore, the temporal correlation of impulse noise is determined by the impulse response of the filter. Similar to bandpass white Gaussian noise [45], sampling the filtered noise with a sampling rate $B_T$ can guarantee independent noise observations in time dimension. This means that the receiver can be supplied with up to $N$ independent noise observations within a signaling interval, $T_b = N/B_T$. This approach justifies the assumption of inde-
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2.1.2 Spatial Dependence and Correlation

The statistical-physical modeling [46] showed that the impulse noise, \( w_{nR}(t) \), at two receive antennas, is correlated and may have unequal Gaussian factors, \( \Upsilon_{nR} = \sigma_G^2 / \sigma_{I,nR}^2 \). Since this modeling was limited to two-antenna systems, we adopt the algebraic extension for an arbitrary number of receive antennas. Similar to [46], we assume that the received interference at the \( n_R \)th receive antenna consists of two components as follows:

\[
w_{nR}(t) = w_{G,nR}(t) + w_{I,nR}(t) .
\]  

We also assume that \( \mathbb{E}\{|w_{G,nR}|^2 \} = \sigma_G^2 \) and \( \sigma_{I,nR}^2 = \sigma_G^2 / \Upsilon_{nR} \), \( \forall n_R = 1, \ldots, N_R \). Thus, the average variance of passband MCA noise, \( \sigma_{nR}^2 \), for the \( n_R \)th channel can be expressed as

\[
\sigma_{nR}^2 = \sigma_G^2 + \frac{\sigma_G^2}{\Upsilon_{nR}} \forall n_R = 1, \ldots, N_R .
\]  

This means that \( \sigma_{nR}^2 \), \( \forall n_R = 1, \ldots, N_R \), are not necessarily identical. Similar to (2.8), \( \sigma_{m,nR}^2 \), \( \forall n_R \), can be given as

\[
\sigma_{m,nR}^2 = \sigma_G^2 \left( 1 + \frac{m}{\Upsilon_{nR}} \right) \forall n_R = 1, \ldots, N_R .
\]  

When the received noise observations are spatially dependent and correlated, the algebraic extension of (2.2) leads to a correlated multivariate MCA model as

\[
p_w(\mathbf{w}) = \sum_{m=0}^{\infty} \frac{\alpha_m}{(2\pi)^{N_R}|\Sigma_m|^2} e^{-\frac{1}{2} \mathbf{w}^T \Sigma_m^{-1} \mathbf{w}} ,
\]  

where \( \mathbf{w} = [w_1, \ldots, w_{N_R}]^T \) is the received noise vector at the \( N_R \) receive antennas. \( \Sigma_m \) is the noise covariance matrix, which is given by

\[
\Sigma_m = \begin{pmatrix}
\sigma_{m,1}^2 & \cdots & \rho_{m,1N_R} \sigma_{m,1} \sigma_{m,N_R} \\
\vdots & \ddots & \vdots \\
\rho_{m,N_R} \sigma_{m,N_R} & \cdots & \sigma_{m,N_R}^2 
\end{pmatrix},
\]  

where \( \rho_{m,nR;nR} \) denotes the correlation coefficient of noise observations at the \( n_R^{th} \) and \( n_R^{th} \) receive antennas for the \( m^{th} \) term of (2.20). We may further assume that the impulsive
components, \( m \geq 1 \), possess identical correlation coefficients, \( \rho_{m,nR} = \rho_{I_{mR}}, \forall m = 1, 2 \cdots, \infty \), that differs from those of Gaussian components, \( \rho_{0,nR} = \rho_{G_{nR}} \). In the following, we describe a measurement campaign that can be conducted to verify the algebraic extension of the MCA model for wireless interference at 2.4 GHz.

## 2.2 Measurement Campaign and Setup

In this section, we describe a measurement receiver for impulse noise in the 2.4 GHz band. The measuring receiver employs 4-antenna elements to collect impulse noise from different receive antennas.

### 2.2.1 Measurement Receiver

The measurement setup consists of an RF receiver, a digital oscilloscope, a network analyzer, and a laptop. Figure 2.5 illustrates the RF receiver for measuring impulse noise. The receiver consists of 4-antenna elements, a bank of bandpass filters (centered at \( f_c = 2.435 \) GHz), and downconversion mixers. The antenna array is mounted on a conducting steel sheet with adjustable antenna spacing. The antenna elements are quarter-wave monopole antennas designed for the center frequency of the bandpass filters. The bandpass filters pass the signals within a wireless LAN range, i.e., the range of 2.340-2.530 GHz. The 6 dB RF bandwidth of the BPF is 190 MHz, which determines the bandwidth of the noise measurement, \( B_T \). The signals from the filters are mixed down

![Figure 2.5: Impulse noise measurement setup](image_url)

\(^2\)The distance between the adjacent elements is approximately equal to \( \lambda/4 \).
with a carrier from a local oscillator (LO). The frequency of the LO signal is selected such that the intermediate frequencies, $f_{IF}$, of the output signals are within the frequency range of the oscilloscope, i.e., we chose the LO carrier to be $f_{LO} = 2.1$ GHz for a digital oscilloscope with a 400 MHz bandwidth. We use a Matlab program to acquire and transfer the measurement data from the oscilloscope to a controlling laptop. The measurements are originally sampled by the oscilloscope with a sampling rate of 5 GHz. However, the stored data are further downsampled (by a factor of 4) to decrease the size of measured data. Thus, the sampling interval is given by $T_s = 0.8$ ns. The measured waveforms are stored in segments of duration $0.2 \mu s$ (250 samples per the segment\(^3\)). The program only stores segments with impulse noise since the oscilloscope is triggered to capture the impulsive events. In each acquisition, we acquire a block of 1000 segments and the triggering time of each segment. Figure 2.6 depicts measured impulse noise. We note that each segment contains two noise components (Gaussian and impulsive). Those components are used to compute the statistical distributions of the measured impulse noise. The measurements are repeated to collect sufficient data (we collected 100 blocks for each measurement) to analyze the statistical characteristics of impulse noise.

### 2.2.2 Measurement Results

We measured impulse noise from several sources. In preliminary measurements, we looked into the noise of ISM sources such as car ignition and an electrical drill. The last one only leads to visible impulse noise in the near field. For more elaborate results, we took additional measurements in different factories, which verifies the presence of impulsive interference in industrial environments. In Fig. 2.7, we show a snapshot of measured noise segments form the 4 receive antennas caused by car ignition. Figures 2.8 and 2.9 illustrate two snapshots of impulse noise segments measured in two factories caused by a shoe manufacturing machine and an assembly machine for automotive components.

\(^3\)Parameters can be modified and had to be adjusted depending on the local impulse noise conditions.
receptively. Figures 2.7, 2.8, and 2.9 indicate two interesting features of impulse noise at the 2.4 GHz band. First, we observe that the impulsive segments (time samples) consist of very short impulses which are similar to the pulse train of the MCA process [1]. Second, we note that impulsive events at different antennas (space observations) appeared jointly, which is consistent with the spatial dependency of the multivariate MCA model.

![Figure 2.7](image)

Figure 2.7: Impulse noise segments at the receive antenna array (with $\lambda/4$ antenna spacing) caused by car ignition

\section*{2.3 Model Verification}

In this section, we use the measured impulse noise to validate the temporal and space properties of the MCA model. First, we involve the measured impulse noise of the IF-stage to analyze the statistical characteristics of the passband MCA process. Then, we further use the equivalent quadrature components of the measured data to investigate the distributions of the baseband MCA process. Finally, we verify the multivariate MCA distribution for modeling the measured interference from different receive antennas.
Figure 2.8: Impulse noise at the receive antenna array (with $\lambda/4$ antenna spacing) caused by a shoe making machine

Figure 2.9: Impulse noise at an antenna array (with $\lambda/4$ antenna spacing) caused by assembly machines of an automotive supplier
2.3.1 MCA Model for Measured Interference

The IF stage of the measurement receiver downconverts the measured spectrum in the range 2.340-2.530 GHz to frequencies between 240 MHz and 430 MHz. We start the analysis with the temporal characteristics of the measured interference at the IF stage. Since impulse noise at the different receive antennas has the same temporal properties, we limit the analysis to the measured interference of the first receive antenna. We compute the autocorrelation function of the measured data as

\[ \phi_{n_R}(\tau) = E\{w_{n_R}(t)w_{n_R}(t + \tau)\} . \] (2.22)

We take the waveforms of each passband measured segment, \( w_{n_R}(t) \), and correlate it with \( w_{n_R}(t + \tau) \). We then average over the results of all measured segments. In Fig. 2.10, we depict the autocorrelation functions of the impulse noise caused by car ignition, automotive manufacturing, and the shoe production machine. We observe that the autocorrelation function of measurements at the IF-stage has a Sinc-shaped function, which agrees with the impulse response of the analog BPF of the IF-stage. However, since the filter has a bandwidth of 190 MHz, we note that the noise samples are partially correlated (a few samples around \( \tau = 0 \)).

In the statistical analysis, we are interested to model the effects of interference on a wireless LAN spectrum. Thus, the measured segments are further filtered using a BPF to select the noise components inside the wireless LAN range at the IF-stage. Furthermore, to eliminate the amplitude attenuation and phase shifts due to the mixers, cabling, etc., for the four channels, the frequency components of the measured segments are calibrated according
to the measured frequency response, $H_{n_R}(f)$\textsuperscript{4}. Figure 2.11 depicts the calibration and the baseband processing of the measurements. After passband filtering and calibration,

![Diagram of measurements processing from passband to baseband]

we computed the voltage histograms of the measurement data. We used the impulsive component of measured segments (recall Fig. 2.6) to compute the tails distribution of the voltage histogram. Since we measured only the segments of impulse noise, we further scaled down the tail distribution according to a rate of impulsive segments. We used the triggering time of measured segments to compute the rate of segments that are affected by impulses. The rate of impulsive segments caused by car ignition, the shoe machine, and the automotive supplier were obtained as 16.6 segments/s, 3.78 segments/s, and 2.1 segments/s, respectively. Figure 2.12 depicts the voltage histograms of measured impulse noise caused by car ignition, automotive manufacturing, and the shoe production machine. To confirm the MCA density for modeling the passband measurements, we computed the CCDF from the voltage histogram. We used a curve fitting approach to approximate the CCDF of the measured data with the MCA model. Figure 2.3 illustrates the CCDF curves of the measured interference along with those of the MCA model. This figure indicates several interesting points regarding the ISM interference in wireless LAN channels. First, we note that the terms $A_T$ for all measurements are less than unity, which reflects the impulsive nature of ISM interference in the 2.4 GHz band. Second, we observe that the impulsive indexes, $A$, for all measurements are less than the specified values, $A \in [1, 10^{-6}]$, of the MCA model. This complies with the experienced number of impulsive segments per second for each campaign, which reveals a small probability for impulsive components of the ISM sources in wireless channels. Third, we note that the first few terms of the MCA model are sufficient to approximate the measured densities. Thus, for car ignition and automotive industries, we only need two terms to approximate the plateau shapes of the measured CCDF. However, we note that the plateau shape

\textsuperscript{4}In an additional setup, we used a vector network analyzer to measure the transfer functions, $H_{n_R}(f)$, $n_R = 1, \ldots, 4$.  
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Figure 2.12: The voltage PDF of the measured interference caused by different ISM sources at 2.4 GHz

of shoe machine interference requires three terms of the MCA density. This result is in agreement with the impulsiveness of shoe machine interference, which is more dispersive and stronger than those of car ignition and automotive assembly machines (see Fig. 2.8).

To validate a complex extension of the MCA model given in (2.14), we convert the

Figure 2.13: CCDF of measured interference caused by different ISM sources at 2.4 GHz

passband measurements into the equivalent lowpass signals (quadrature components). Figure 2.14 depicts the MCA fitting of the voltage histograms for the quadrature noise
components. We observe that the PDFs of the quadrature components follow the MCA density of the passband measurements. This means that the lowpass noise process can be defined with the same parameters $A$ and $\Upsilon$ of the passband noise process. Therefore, the results of Fig. 2.14 approve the complex MCA model in representing the baseband impulse noise.

### 2.3.2 Model Extension for Multi-antenna Systems

In this subsection, we verified the multivariate MCA model given in (2.20) to model the received interference from the different receive antennas. Thus, for each campaign, we computed the CCDF plots of the measured interference from the multiple receive antennas. Then, we investigated the spatial correlations of Gaussian components and impulsive components at the different receive antennas.

In Fig. 2.15 and 2.16, we depict the CCDF of the four measured data sets for impulse noise caused by car ignition and the automotive assembly machine, respectively. From both figures, we observe two interesting aspects. First, the MCA processes at the four receive antennas are possessing unequal average variances $\mathbb{E}\{w_{n_R}^2\}, n_R = 1, \cdots, 4$. Second, we note that the Gaussian factors, $\Upsilon_{n_R}, \forall n_R$, are not necessarily identical, which leads to unequal variances $\sigma_G^2$ and $\sigma_I^2$ for the noise processes at the different receive antennas.
Regarding the multivariate MCA model given in (2.20), we note that the spatial correlation coefficients of the different MCA noise components are not identical. Thus, we compute the correlation coefficients of the measured segments from the first two antennas to prove this assumption. Table 2.1 summarizes the spatial correlations of the measured impulse noise. We observe that the correlation coefficient of the Gaussian component, $\rho_{G,12}$, is less than the correlation coefficient of the impulse component, $\rho_{I,12}$, for all measurements. This proves that the MCA noise components come with different levels of correlation.

Table 2.1: Spatial correlation coefficients of impulse noise

<table>
<thead>
<tr>
<th>correlation coefficients</th>
<th>ignition</th>
<th>shoe machine</th>
<th>automotive assembly machine</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_{G,12}$</td>
<td>0.35</td>
<td>0.18</td>
<td>0.0043</td>
</tr>
<tr>
<td>$\rho_{I,12}$</td>
<td>0.42</td>
<td>0.59</td>
<td>0.043</td>
</tr>
</tbody>
</table>

2.4 Conclusion

In this chapter, we summarized results from a measurement campaign to verify the statistical proprieties of the MCA model for ISM interference at 2.4 GHz. Analytically,
we evaluated the time and spatial properties of MCA interference. Using measurements, we verified the MCA model for the 2.4 GHz band wireless interference. We showed that the MCA distribution fits well to the voltage histograms of the measured data. In particular, we noted that two or three scaled Gaussian densities (with different variances) are sufficient to capture the impulsive behavior of 2.4 GHz wireless interference. We noted that the impulsive indexes, $A$, for different measurements are having small values, which reflect the small impulsive rate of interference at the 2.4 GHz band. For multiple antenna systems, we verified a correlated multivariate MCA distribution to model the spatial coupling and dependency of impulse noise between the receive antennas. The measurements showed that the interference of multiple receive antennas are having different variances for the Gaussian and impulsive components, which agrees with the assumption of unequal Gaussian factors in the multivariate MCA model. In addition, we showed that spatial correlations of the Gaussian component and the impulse component are not the same. The measured correlations are in agreement with the spatial coupling of a rudimentary MCA statistical-physical modeling for two-antenna systems in [46].
Chapter 3

Signal Detection in MCA Noise

In a detection problem of binary signals in MCA noise, we showed in Chapter 1 that the optimum detector consists of a set of nonlinear operations followed by a linear decision rule. The complex structure of these nonlinearities limits the literature into investigating the behaviors of the optimum detector in impulse noise.

In this chapter, we introduce a simple PDF representation of the MCA model, which leads to a closed-form approximation of the optimum nonlinearities. Then, we analyze the behaviors of the optimum detector in different impulse noise environments. In addition, we show for the first time how the decision boundaries of the optimum detector should look in the presence of MCA noise. Furthermore, we use the approximate nonlinearity to explain the operations of suboptimum nonlinearities such as a locally optimum nonlinearity and a clipping nonlinearity. Then, we further approximate the optimum nonlinearity to introduce new suboptimum detectors such as a piecewise linear detector and a clipping-like detector. We conclude with a performance evaluation and simulation results of the optimum and suboptimum detectors for different impulse noise scenarios.

3.1 Approximate Optimum Nonlinearity

In Section 1.2, we show that the optimum decision rule for binary signals corrupted by MCA noise can be given as

\[
\Lambda_{ML} = \sum_{k=1}^{N} g(y_k) \begin{cases} 0, \\ \frac{S_1}{S_0} \end{cases},
\]

where

\[
g(y_k) = \log \left( p_w(y_k - B) \right) - \log \left( p_w(y_k + B) \right), \quad k = 1, \ldots, N,
\]
and
\[ p_w(w_k) = \sum_{m=0}^{\infty} \frac{\alpha_m}{\sqrt{2\pi \sigma_m^2}} e^{-\frac{w_k^2}{2\sigma_m^2}}, \]  
(3.3)
denotes the optimum nonlinearities and the MCA distribution, respectively. The main topic of this section is to reduce the optimum nonlinearities to closed-form approximations. In the following subsections, we introduce a simple representation of the MCA model, and hence, we derive closed-form approximations of the optimum nonlinearities.

### 3.1.1 A Simplified Model of MCA Noise

The 2-term approximation of the MCA density has already been applied in practical realization of the optimum nonlinearities [16]. For \( AY < 1 \), the MCA model can be approximated as
\[ p_w(w_k) \approx \frac{\alpha_0}{\sqrt{2\pi \sigma_0^2}} e^{-\frac{w_k^2}{2\sigma_0^2}} + \frac{\alpha_1}{\sqrt{2\pi \sigma_1^2}} e^{-\frac{w_k^2}{2\sigma_1^2}}, \]  
(3.4)
where \( \sigma_0^2 = \sigma^2 \frac{1}{1+AY} \) and \( \sigma_1^2 = \sigma_G^2(1+\frac{1}{AY}) \). Compared to (3.3), the first term of (3.4) models the Gaussian background noise (\( \sigma_G^2 \)) while the second term approximates the densities of impulsive events \( m > 1 \). For \( AY < 1 \), the MCA model often fulfills \( \sigma_1^2 >> \sigma_0^2 \). Then, we note that the MCA density can be approximated as follows:
\[ p_w(w_k) \approx \begin{cases} 
\frac{\alpha_0}{\sqrt{2\pi \sigma_0^2}} e^{-\frac{w_k^2}{2\sigma_0^2}} & \text{if } |w_k| < d_0 \\
\frac{\alpha_1}{\sqrt{2\pi \sigma_1^2}} e^{-\frac{w_k^2}{2\sigma_1^2}} & \text{otherwise},
\end{cases} \]  
(3.5)
where \( d_0 \) denotes a threshold for discriminating impulse-free samples and affected samples by impulse noise. The threshold can be evaluated as
\[ \frac{\alpha_0}{\sqrt{2\pi \sigma_0^2}} e^{-\frac{w_k^2}{2\sigma_0^2}} = \frac{\alpha_1}{\sqrt{2\pi \sigma_1^2}} e^{-\frac{w_k^2}{2\sigma_1^2}}, \]  
(3.6)
leading to
\[ w_k = \pm \sqrt{\frac{2\sigma_0^2 \sigma_1^2}{\sigma_1^2 - \sigma_0^2}} \log \left( \frac{\sigma_1 \alpha_0}{\sigma_0 \alpha_1} \right), \]  
(3.7)
\[ =: \pm d_0. \]

Figure 3.1 confirms the idea behind the approximate MCA model. In this figure, we depict
Figure 3.1: The plots of the MCA distribution compared with the approximate model

the MCA distribution, the Gaussian term, and the impulsive term of (3.4). We note that
the thresholds \( w_k = \pm d_0 \) divide the MCA distribution into three separate regions. In the
region \(-d_0 < w_k < d_0\), we observe that the Gaussian term dominates the MCA density.
However, in regions \( w_k > d_0 \) and \( w_k < -d_0 \), we note that the impulsive term is sufficient
to approximate the tails of the MCA density.

3.1.2 Near Optimum Nonlinearities

For binary signaling \( +B \) and \( -B \), the received observation \( y_k \) form a one-dimensional
space. Hence, the conditional PDFs of the received observation under hypotheses \( S_1 \) and
\( S_0 \) can be depicted as shown in Fig. 3.2. From (3.5), the likelihood functions \( p_w(y_k - B) \)

Figure 3.2: Conditional PDFs of binary signals in MCA noise
and \( p_w(y_k + B) \) can be rewritten as

\[
p_w(y_k - B) \approx \begin{cases} 
\frac{\alpha_0}{\sqrt{2\pi\sigma_0^2}} e^{-\frac{(y_k - B)^2}{2\sigma_0^2}} & \text{if } |y_k - B| < d_0, \\
\frac{\alpha_1}{\sqrt{2\pi\sigma_1^2}} e^{-\frac{(y_k - B)^2}{2\sigma_1^2}} & \text{otherwise}
\end{cases}
\]  \hspace{1cm} (3.8)

and

\[
p_w(y_k + B) \approx \begin{cases} 
\frac{\alpha_0}{\sqrt{2\pi\sigma_0^2}} e^{-\frac{(y_k + B)^2}{2\sigma_0^2}} & \text{if } |y_k + B| < d_0, \\
\frac{\alpha_1}{\sqrt{2\pi\sigma_1^2}} e^{-\frac{(y_k + B)^2}{2\sigma_1^2}} & \text{otherwise}
\end{cases}
\]  \hspace{1cm} (3.9)

respectively. The above approximations divide the processing regions of optimum nonlinearities (3.2) into five regions \( R_0, R_1, R_2, R_3, \) and \( R_4 \) as illustrated in Fig. (3.3). In

![Figure 3.3: Processing regions of the nonlinearity operation](image)

regions \( R_0, R_2, \) and \( R_4, \) we have

\[
p_w(y_k - B) \approx \frac{\alpha_1}{\sqrt{2\pi\sigma_1^2}} e^{-\frac{(y_k - B)^2}{2\sigma_1^2}},
\]

\[
p_w(y_k + B) \approx \frac{\alpha_1}{\sqrt{2\pi\sigma_1^2}} e^{-\frac{(y_k + B)^2}{2\sigma_1^2}}.
\]  \hspace{1cm} (3.10)

Now substituting (3.10) into (3.2), the optimum nonlinearity reduces to

\[
g(y_k \in R_{0,2,4}) \approx \frac{2B}{\sigma_1^2} y_k. \]  \hspace{1cm} (3.11)
In the region $R_1$, the likelihood functions are simply

\[
p_w(y_k - B) \approx \frac{\alpha_1}{\sqrt{2\pi\sigma_1^2}} e^{-\frac{(y_k-B)^2}{2\sigma_1^2}},
\]
\[
p_w(y_k + B) \approx \frac{\alpha_0}{\sqrt{2\pi\sigma_0^2}} e^{-\frac{(y_k+B)^2}{2\sigma_0^2}}. \tag{3.12}
\]

Then, (3.2) reduces to

\[
g(y_k \in R_1) \approx -\frac{\sigma_1^2 - \sigma_0^2}{2\sigma_1^2\sigma_0^2} \left( d_0^2 - \left( y_k^2 + 2B\frac{\sigma_1^2}{\sigma_1^2 - \sigma_0^2}y_k + B^2 \right) \right). \tag{3.13}
\]

Using similar mathematical steps, the nonlinearity of the region $R_3$ is given as

\[
g(y_k \in R_3) \approx \frac{\sigma_1^2 - \sigma_0^2}{2\sigma_1^2\sigma_0^2} \left( d_0^2 - \left( y_k^2 - 2B\frac{\sigma_1^2}{\sigma_1^2 - \sigma_0^2}y_k + B^2 \right) \right). \tag{3.14}
\]

In Fig. 3.4, we depict the exact nonlinearities compared with the approximate ones for Class-A noise with parameters $A = 0.1$ and $Y = 0.1$ for $B \geq d_0$. This figure illustrates the behaviors of the approximate and the optimum nonlinearities for canceling the effects of MCA noise. We observe that the regions $R_1$ and $R_3$ stand for the received signals corrupted by Gaussian noise for hypotheses $S_0$ and $S_1$, respectively. Thus, these regions can be seen as regions of reliable observations relative to impulsive regions $R_0$, $R_2$, and $R_4$.

From (3.13) and (3.14), we note that the optimum nonlinearities in Gaussian regions $R_1$ and $R_3$ use a parabola function, which increases the weight of the reliable observations. However, in impulsive regions $R_0$, $R_2$, and $R_4$, we observe that the received signal is scaled down by a factor that is inversely proportional to the variance $\sigma_1^2$. Thus, the

![Figure 3.4: The optimum and the approximate nonlinearities for $B \geq d_0$](image-url)
reliable signals in Gaussian regions carry a larger weight than those of impulsive regions, which illustrates how the optimum nonlinearity treats the effects of impulse noise. The above analysis is well-suited for high signal levels, i.e., when \( B \geq d_0 \). However, when \( B < d_0 \), the region \( R_2 \) should overlap the Gaussian regions \( R_1 \) and \( R_3 \). Then, the optimum nonlinearity becomes

\[
g(y_k \in R_2) \approx \frac{2B}{\sigma_0^2} y_k.
\]

(3.15)

Figure 3.5 depicts the behaviors of the approximate and optimum nonlinearities for small signal levels. We observe that the approximate nonlinearity in the region \( R_2 \) weights the signal by a factor that is inversely proportional to the variance \( \sigma_0^2 \), which depicts how the optimum detector behaves at low signal levels.

### 3.2 Decision Regions in MCA Noise

In this Section, we investigate the decision regions of the optimum detector in the presence of MCA noise. We show how the decision regions should look like for different impulse noise environments.

#### 3.2.1 Decision Boundary Evaluation

In this analysis, we consider a two-dimensional decision space of two received samples, i.e., \( y = [y_1 \ y_2] \). Figure 3.6 illustrates the decision space of binary signals for the two
received observations. We observe that the received observations are centered at signal points \((+B, +B)\) and \((-B, -B)\) for hypotheses \(S_1\) and \(S_0\), respectively. From (1.13), the optimum decision boundary is given as

\[
\sum_{k=1}^{2} \log \left( p_w(y_k - B) \right) = \sum_{k=1}^{2} \log \left( p_w(y_k + B) \right).
\] (3.16)

We again use the approximate likelihood functions given in (3.8) and (3.9) to derive the optimum decision boundary in a closed-form expression. In Fig. 3.6, we depict the regions of the decision space for hypotheses \(S_1\) and \(S_0\). We observe that the decision space has nine regions to be distinguished. Since the regions for the second and fourth quadrants are identical, we restrict the analytical derivation for the regions of the second quadrant. From Fig. 3.6, in regions \(D_0\) and \(D_4\), the impulsive terms are the dominant terms for \(p_w(y_{1,2} - B)\) and \(p_w(y_{1,2} + B)\). Then, the decision boundary can be expressed as

\[
\sum_{k=1}^{2} \log \left( \frac{\alpha_1}{\sqrt{2\pi\sigma_1^2}} e^{-\frac{(y_k - B)^2}{2\sigma_1^2}} \right) = \sum_{k=1}^{2} \log \left( \frac{\alpha_1}{\sqrt{2\pi\sigma_1^2}} e^{\frac{(y_k + B)^2}{2\sigma_1^2}} \right),
\] (3.17)

which can be solved as

\[
y_2 = -y_1.
\] (3.18)
The above solution is the exact linear decision boundary of the optimum detector in AWGN [45]. In $D_1$, the likelihood functions $p_w(y_1 - B)$, $p_w(y_1 + B)$, and $p_w(y_2 + B)$ can be approximated by the impulsive terms, whereas $p_w(y_2 - B)$ is given by the Gaussian term. Then, the decision boundary is solved as

$$y_1 = \frac{\sigma_0^2 - \sigma_1^2}{4B\sigma_0^2} \left( d_0 - (y_2^2 - 2B \frac{\sigma_1^2 + \sigma_0^2}{\sigma_1^2 - \sigma_0^2} y_2 + B^2) \right).$$

Similarly, in $D_2$, we obtain

$$y_2 = -y_1,$$

$$y_2 = y_1 + \frac{\sigma_1^2 + \sigma_0^2}{\sigma_1^2 - \sigma_0^2},$$

and finally, in $D_3$, we have

$$y_2 = \frac{\sigma_1^2 - \sigma_0^2}{4B\sigma_0^2} \left( d_0 - (y_1^2 - 2B \frac{\sigma_1^2 + \sigma_0^2}{\sigma_1^2 - \sigma_0^2} y_1 + B^2) \right).$$

In order to compare the decision boundaries of the above analysis with the exact boundaries of the optimum detector, we used a numerical method for solving (3.16). Figure 3.7 depicts the approximate and optimum decision boundaries for the optimum detector in MCA noise with parameters $A = 0.1$ and $\Upsilon = 0.1$. In this figure, we observe that the approximate boundaries offer a tractable solution for the optimum decision boundaries. We note that the decision boundaries of both solutions possess disjoint nonlinear areas. From figures 3.7 and 3.4, it is interesting to note that the nonlinear decision areas for hypotheses $S_1$ and $S_0$ provide the same treatments of the optimum nonlinearities in nonlinear regions $R_3$ and $R_1$, respectively. However, the above figure depicts how the nonlinearity operations modify the decision boundary of the optimum detector for the two received observations. In addition, the figure justifies why the linear detector, which ignores the nonlinear decision areas, provides a suboptimum performance in impulse noise.

### 3.2.2 Decision Boundary Analysis

We use the decision boundary to investigate the performance of the optimum detector in different impulse noise environments. First, we examine the decision boundary plots for different signal levels. Then, we investigate the decision boundaries in impulse noise with different impulsive index, $A$. Figure 3.8 depicts the nonlinear decision boundaries at different values of $E_b/2\sigma^2$. Since $\sigma^2 = \sigma_G^2 + \sigma_I^2$, the ratio $E_b/2\sigma^2$ can be seen as the
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Figure 3.7: The optimum and approximate decision regions in MCA noise with $A = 0.1$, $\Upsilon = 0.1$ for $B \geq d_0$. Shaded area: decide for $S_1$, white area: decide for $S_0$.

Signal-to-interference-plus-noise ratio (SINR). We note that, at high SINR, the decision boundaries possess small nonlinear regions. This justifies why the performance of the optimum detector recede to the performance of the linear detector at high SINRs [14]. In Fig. 3.9, we depict the decision boundaries for different values of $A$ at SINR=10 dB. We observe that as $A$ increases, the nonlinear regions approach the linear boundary. Hence, the decision boundaries reduce to a single linear boundary, which is optimum for Gaussian interference. This is true, since the MCA density goes to the Gaussian distribution (with variance $\sigma^2$) when $A$ goes to 1.

3.3 Suboptimum Detectors in MCA Noise

In this section, we use the approximate nonlinearities of the optimum detector to evaluate the nonlinearity operations of a locally optimum detector and a clipping detector for MCA noise. Hence, we introduce a piecewise linear detector, which replaces the optimum nonlinearity with linear segments. Accordingly, we modify the clipping nonlinearity to fit the optimum nonlinearity more than a conventional clipping operation.
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Figure 3.8: Decision regions at different SINRs for $A = 0.1$ and $\Upsilon = 0.1$

Figure 3.9: Decision regions for different $A$ with $\Upsilon = 0.1$ at SINR = 10 dB
### 3.3.1 Nonlinearities of Suboptimum Detectors

Recall from Section 1.2 that the nonlinearities of the LOD and the clipping detector can be given as

\[
g_{LO}(y_k) = -2B \frac{d}{dy_k} \log(p(y_k)),
\]

(3.23)

and

\[
g_{CD}(y_k) = \begin{cases} y_k, & |y_k| < \gamma_c, \\ \gamma_c e^{j \arg(y_k)}, & |y_k| \geq \gamma_c, \end{cases}
\]

(3.24)

where \( \gamma_c \) is the clipping threshold given in (1.23). In figures 3.10 and 3.11, we depict the locally optimum and clipping nonlinearities compared with those of the optimum detector for small and high signal levels, respectively. From Fig. 3.10, we observe that the locally optimum nonlinearities, for \( B < d_0 \), provide close operations to the optimum ones. However, when the signal level \( B \geq d_0 \), we observe that the LOD provides different nonlinearities than those of the optimum detector. This justifies the performance degradation of the LOD at high signal levels. Into these figures, we also included a clipping nonlinearity. We observe that the nonlinearity of a conventional clipping detector does not provide a good approximation to the optimum one.

![Figure 3.10: Suboptimum nonlinearities for \( B < d_0 \)](image-url)

### 3.3.2 Piecewise Linear Detector

Since the optimum detector for impulse noise requires more complexity than the conventional linear detector, this moves the attention to investigate suboptimum detectors. The
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Figure 3.11: Suboptimum nonlinearities for $B \geq d_0$

A piecewise linear detector replaces the nonlinearity of the optimum detector by piecewise linear segments. In (3.13) and (3.14), it is obvious that the approximate nonlinearities are quadratic functions in regions $R_1$ and $R_3$, respectively. Since those functions are symmetric, we only present the analysis of the region $R_3$. The quadratic function of $R_3$ can be written as

$$q(y_k) = y_k^2 - 2B\frac{\sigma_1^2 + \sigma_0^2}{\sigma_1^2 - \sigma_0^2}y_k + B^2, \quad y_k \in [u_0, u_K],$$

where $u_0$ and $u_K$ are the limits of the region $R_3$. From figures 3.4 and 3.5, we observe that the limits $u_0$ and $u_K$ can be given as follow:

$$u_0 = \begin{cases} 
-B + d_0 & \text{if } B < d_0, \\
B - d_0 & \text{if } B \geq d_0,
\end{cases}$$

and

$$u_K = B + d_0.$$

Since we intend to approximate $q(y_k)$ using simple piecewise linear segments, we divide the interval $[u_0, u_K]$ into $K$ subintervals as illustrated in Fig. 3.12. The objective is to determine the fitting parameters $a_i$ and $b_i$ of a linear segment $q_i(y_k) = a_i y_k + b_i$, which approximates $q(y_k)$ inside the $i$th subinterval $[u_{i-1}, u_i], i = 1, \cdots, K$. Herewith, we choose $a_i$ and $b_i$ to minimize the mean squared error

$$\varepsilon_i = \int_{u_{i-1}}^{u_i} |q(y_k) - q_i(y_k)|^2 dy_k.$$
This function can easily be minimized with respect to the coefficients $a_i$ and $b_i$ to yield the following solutions

$$a_i = u_{i-1} + u_i - 2B \frac{\sigma_i^2 + \sigma_0^2}{\sigma_i^2 - \sigma_0^2},$$  
(3.29)

and

$$b_i = B^2 - \frac{u_{i-1}^2 + u_i^2 + 4u_{i-1}u_i}{6}.  
(3.30)$$

To compute the segment spacing $\Delta_i$, solving $q_i(u_i) = q_{i+1}(u_i)$ yields

$$\Delta_i = \frac{u_{i+1} - u_{i-1}}{2} ,$$  
(3.31)

which results in equally-spaced subintervals, i.e., $\Delta_{i+1} = \Delta_i = \Delta$. Notice that when $q(y_k)$ is not quadratic the solution will not necessarily lead to equally-spaced subintervals.

**Two-piece Linear Approximation:** This detector uses two linear segments, $K = 2$, to approximate the function $q(y_k)$ in subintervals $[u_0, u_1]$ and $[u_1, u_K]$. From (3.31) and (3.26), we define $u_1$ as

$$u_1 = u_0 + \Delta ,$$

$$= \begin{cases} 
  d_0 & \text{if } B < d_0 , \\
  B & \text{if } B \geq d_0 .
\end{cases}$$  
(3.32)
The two-piece functions $q_1(y_k)$ and $q_2(y_k)$ are then given as

$$
q_1(y_k) = a_1 y_k + b_1, \quad y_k \in [u_0, u_1], \\
q_2(y_k) = a_2 y_k + b_2, \quad y_k \in [u_1, u_K],
$$

(3.33)

where the coefficients $(a_1, b_1)$ and $(a_2, b_2)$ can be obtained analytically by substituting (3.26), (3.27), and (3.32) into (3.29) and (3.30).

**Clipping-like Detector**: Using the approximate optimum nonlinearities, the clipping characteristic can accordingly be modified to provide a more efficient treatment of MCA noise. The clipping-like detector uses the same linear operation of the approximate nonlinearity in the region $R_2$. However, it limits the received signals in the nonlinear regions to a certain threshold, $b_0$. This is equivalent to replacing the nonlinear functions in (3.25) with an adaptive limiter $q_0(y_k) = b_0$. Again, we choose $b_0$ to minimize the mean squared error as follows:

$$
\varepsilon = \int_{u_0}^{u_K} |q(y_k) - b_0|^2 dy_k,
$$

(3.34)

which leads to

$$
b_0 = B^2 - B \frac{\sigma_1^2 + \sigma_0^2}{\sigma_1^2 - \sigma_0^2}(u_0 + u_K) + \frac{1}{3}(u_0^2 + u_K^2) + \frac{1}{3}u_0u_K.
$$

(3.35)

Hence, the clipping threshold for the region $R_3$ can be given as

$$
\gamma_0 = \frac{\sigma_1^2 - \sigma_0^2}{\sigma_1^2 \sigma_0^2} (d_0^2 - b_0).
$$

(3.36)

From (3.36) and (3.35), we observe that the clipping threshold for $R_3$ is adapted according to the value of $u_0$. However, in the impulsive region $R_4$, we replace the linear operation $\frac{2B}{\sigma_1} y_k$ by a fixed threshold $\frac{2B}{\sigma_1} u_K$. Thus, the clipping-like nonlinearity performs two clipping operations as

$$
g_{CLD}(y_k) = \begin{cases} 
\frac{2B}{\sigma_1} y_k, & |y_k| < u_0, \\
\gamma_0 e^{j \arg(y_k)}, & u_0 < |y_k| < u_K, \\
\frac{2B}{\sigma_1} u_K e^{j \arg(y_k)}, & |y_k| \geq u_K,
\end{cases}
$$

(3.37)

where the index $m = 0$ for $u_0 = -B + d_0$ and $m = 1$ for $u_0 = B - d_0$. Figures (3.13) and (3.14) show the operations of a clipping-like and a two-piecewise nonlinearity for small and high signal levels, respectively. Although the two-piece linear approximation can easily be extended to an arbitrary number of linear segments, we observe from these figures that the two segments seem sufficient to fit the optimum nonlinearities. We also observe that
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Figure 3.13: Piecewise nonlinearities for $B < d_0$

The clipping-like nonlinearities with the adaptive clipping thresholds can provide a better approximation than those of the conventional clipping detector.

Figure 3.14: Piecewise nonlinearities for $B \geq d_0$

3.4 Performance Evaluation and Simulation Results

This section presents simulation results to assess the bit-error ratio (BER) of the approximate nonlinearities compared with those of the optimum detector.
3.4.1 The Performance of the Optimum Detector

We first evaluate the BER performance of the optimum detector in different impulse noise environments. Figure 3.15 depicts the BER performances the optimum and the approximate nonlinearities in impulse noise with $A = 1; 0.1; 0.01$ and $\Upsilon = 0.01$ for $N = 4$. We observe that the approximate nonlinearities provide performances close to those of

![Figure 3.15: Performance comparison in different impulse noise environments for $N = 4$](image)

the optimum one. Furthermore, we note that as $A$ increases, the BER performance of the optimum detector approaches the one for Gaussian noise with variance $\sigma^2$. This agrees with the PDF of MCA noise, which goes to a Gaussian distribution with $\sigma^2$ for $A \geq 1$.

Now, we examine the performance improvement of the optimum detector when increasing the number of received observations, $N$. In Fig. 3.16, we depict the BER performances versus the signal-to-noise ratio (SNR), $E_b/2\sigma_G^2$, of the optimum and the approximate nonlinearities in impulse noise with $A = 0.1$ and $\Upsilon = 0.01$ for $N = 1, 4, \text{and } 8$, respectively. We observe that the approximate nonlinearities yield performances close to those of the optimum one for different $N$. The shown figure allows for some interesting statements about the performance variations of the optimum detector. We observe that the BER curve of the optimum detector, for different $N$, has a plateau shape with respect to $E_b/2\sigma_G^2$. At low SNRs, the optimum nonlinearities provide a BER performance near to the one for Gaussian noise with variance $\sigma_G^2$ (impulse-free limit). At moderate values of the SNR, the BER curve shows an error floor. At high SNRs, the gap (the width of a plateau curve) between the BER curve of the impulse-free limit and impulse noise is given
Figure 3.16: Performance comparison of the optimum and approximate detector in moderate MCA impulse noise with $A = 0.1$ and $\Upsilon = 0.01$ for different $N$.

by $\frac{1}{N\lambda t}$. To deduce the performance variations of the optimum detector, we investigate the behaviors of the approximate optimum nonlinearities at different values of the SNR. Figure 3.17 illustrates two different operations of the optimum nonlinearities with respect to the value of the SNR. For small values of the SNR, we observe that the intervals of the

nonlinear regions $R_1$ and $R_3$ are very short compared with the intervals of linear regions $R_0$, $R_2$, and $R_4$. Hence, the operations of the optimum nonlinearities is dominated by
those of the linear regions. Thus, the optimum detector can be approximated as

\[ \Lambda_{ML} \approx \sum_{k=1}^{N} \frac{2B}{\sigma_k^2} y_k, \quad (3.38) \]

where \( \sigma_k^2 = \sigma_G^2 \) for \( y_k \in R_2 \) and \( \sigma_k^2 = \sigma_1^2 \) for \( y_k \in \{R_0, R_4\} \). The expression in (3.38) represents the optimum combining scheme of the received observations in Gaussian noise with unequal variances. Accordingly, as \( N \) increases, the diversity order also increases, and hence, the performance of the optimum detector improves. This justifies the performance improvements (see Fig. 3.16) of the optimum detector at low SNRs as \( N \) increases. However, at high values of the SNR, we note in Fig. 3.17b) that the optimum nonlinearities can be approximated by a single linear operation. Thus, the optimum detector reduces to a linear detector as

\[ \Lambda_{ML} \approx \sum_{k=1}^{N} \frac{2B}{\sigma_1^2} y_k. \quad (3.39) \]

The above expression justifies the performance gaps observed in Fig. 3.16 between the performances of the optimum detectors for Gaussian noise \( \sigma_G^2 \) (impulse-free limit) and impulse noise at high values of the SNR.

### 3.4.2 Performances of the Suboptimum Detectors

In Fig. 3.18, we evaluate the performances of the proposed suboptimum detectors in moderate impulse noise with \( A = 0.1 \) and \( \Upsilon = 0.01 \) for two different number of received observations \( N = 4 \) and \( 8 \). The figure illustrates several aspects regarding the performance achievements of the suboptimum detectors. First, we observe that the two-piece linear segments are sufficient to approach the optimum performance for both numbers of received observations. Second, we observe that the proposed clipping-like detector provides much better performance than the conventional clipping detector. Compared to the optimum detector, we note that the clipping-like detector provides a tight upper performance bound to the optimum detector. Last, we note that the performance of the proposed suboptimum detectors improves with increasing the number of observations, \( N \). At high SNRs, we observe that the detectors with \( N = 8 \) provide a 3 dB gain over those with \( N = 4 \). This means that the proposed suboptimum detectors maintain the same improvements of the optimum detector at high values of the SNR.
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3.5 Conclusion

In this chapter, we introduced a closed-form approximation of the optimum detector for binary signals in MCA noise. To derive this analysis, we further simplify the MCA model to a density of a single state (Gaussian or impulsive). Using this approximation, we derived a closed-form expression of the optimum nonlinearities, which explains how the optimum detector treats the effects of impulse noise with respect to different signal levels. We additionally showed that this analysis leads to an accurate approximation of the optimum decision regions for different noise environments. For the suboptimum detector, we explained the behaviors of a locally optimum preprocessor and clipping nonlinearities in canceling the effects of MCA noise. Hence, we proposed a linear approximation of the optimum nonlinearities, which leads to a piecewise linear detector and a clipping-like detector. The simulation results showed that the optimum detector for impulse noise provides significant improvements with increasing the number of received observations, $N$.

To justify these improvements, we investigated the nonlinearity operations of the optimum detector at different values of the SNR. At low SNRs, we showed that the optimum detector reduces to a weighted linear combiner, and hence, the performance approaches the impulse-free limit as $N$ increases. At high SNRs, we assessed the linear operations the optimum detector in impulse noise, which limit the performance improvements to those of a linear detector.
Chapter 4

Diversity Schemes for Impulse Noise Mitigation

In this chapter, we focus on time and space diversity schemes to mitigate the effects of impulse noise in Rayleigh fading channels. First, we consider the optimum combining schemes for time and receive diversity. We assume perfect knowledge of noise states [18], which reduces the optimum detector to a tractable form. Thus, we introduce an upper performance bound of the optimum detectors for time and space diversity techniques. For MIMO systems, we derive an upper bound expression for the pairwise error probability (PEP) of orthogonal space-time block coding (OSTBC) in the presence of spatially dependent impulse noise. To realize the optimum combining schemes, we make use of a threshold detection for estimating noise states of MCA noise. Then, we derive a closed-form approximation of the optimum detectors for different diversity techniques.

4.1 Time-Diversity Scheme

We recall the baseband model (see Fig. 1.4) for time diversity in impulse noise. Since there are $N_D$ time slots, carrying the same transmit signal, the received signal observations are

$$y_{nD} = \sqrt{\frac{E_b}{N_D}} h_{nD} s + z_{nD} , \quad n_D = 1, 2, \ldots, N_D ,$$  \hspace{1cm} (4.1)

where $s \in \pm 1$ and $h_{nD}$ denotes a complex-valued fading coefficient for the $n_D^{th}$ time slot. The fading processes for the $N_D$ channels are assumed to be statistically independent complex-valued Gaussian random processes. In (4.1), we assume that $z_{nD}, \forall n_D$, represent baseband samples of a complex-valued MCA interference process. The complex-valued
MCA density can be given as
\[
p_z(z_{nD}) = \sum_{m_{nD}=0}^{\infty} \frac{\alpha_{m_{nD}}}{2\pi\sigma^2_{m_{nD}}} e^{-|z_{nD}|^2 / 2\sigma^2_{m_{nD}}},
\]
(4.2)
where \(\sigma_m^2 = \sigma_C^2 + \frac{m}{N}\sigma_I^2\). Since \(|z_{nD}|^2 = z_{nD}^2 + z_{QnD}^2\), the average variance of a baseband MCA process, \(E\{|z_{nD}|^2\}\), can be given as
\[
E\{|z_{nD}|^2\} = 2 \sum_{m_{nD}=0}^{\infty} \alpha_{m_{nD}} \sigma^2_{m_{nD}},
\]
(4.3)
where \(\sigma^2 = \sigma_C^2 + \sigma_I^2\) denotes the mean variance of the passband MCA process. For statistically independent noise observations, the optimum decision rule is given by
\[
\Lambda_{ML} = \log \left( \frac{\prod_{nD=1}^{N_D} p_z(y_{nD} - \sqrt{\frac{E_b}{N_D}} h_{nD})}{\prod_{nD=1}^{N_D} p_z(y_{nD} + \sqrt{\frac{E_b}{N_D}} h_{nD})} \right) \begin{cases} S_1 & \text{if } S_0 \\ S_0 & \text{if } S_1 \end{cases}.
\]
(4.4)

The performance evaluation of (4.4) is mathematically intractable. However, when the noise states \(m_{nD}, \forall nD\), are known at the receiver, the noise observations, \(z_{nD}\), can be seen as conditional Gaussian random variables with different variances, \(\sigma^2_{m_{nD}}\). Thus, we have
\[
p_z(z_{nD}|m_{nD}) = \frac{1}{2\pi\sigma^2_{m_{nD}}} e^{-|z_{nD}|^2 / 2\sigma^2_{m_{nD}}}.
\]
(4.5)

Therefore, by substituting (4.5) in (4.4) the optimum detector reduces to a weighted maximum ratio combining as
\[
\sum_{nD=1}^{N_D} \frac{\text{Re}\{h_{nD}^* y_{nD}\} S_1}{\sigma^2_{m_{nD}}} \begin{cases} \geq 0 & \text{if } S_0 \\ \leq 0 & \text{if } S_1 \end{cases}.
\]
(4.6)

With the above expression assuming perfect knowledge of noise states, it leads to a tractable upper performance bound for the optimum detector in (4.4).

### 4.1.1 Asymptotic Upper Performance Bound

In this subsection, we use (4.6) to evaluate the performance of the optimum detector. Suppose that the signal \(s = +1\) was transmitted, the optimum decision variable, \(\chi_D\), can
be expressed as

\[ \chi_D = \sqrt{\frac{E_b}{N_D}} \sum_{n_D=1}^{N_D} \frac{|h_{n_D}|^2}{\sigma_{m_{n_D}}^2} + \sum_{n_D=1}^{N_D} \frac{\text{Re}\{h_{n_D}^* \tilde{z}_{n_D}\}}{\sigma_{m_{n_D}}^2}. \]  

(4.7)

For fixed sets of \( h_{n_D} \) and \( m_{n_D} \), the decision variable \( \chi_D \) is Gaussian with mean

\[ \mu_{\chi_D} = \sqrt{\frac{E_b}{N_D}} \sum_{n_D=1}^{N_D} \frac{|h_{n_D}|^2}{\sigma_{m_{n_D}}^2}, \]  

(4.8)

and variance

\[ \sigma_{\chi_D}^2 = \sum_{n_D=1}^{N_D} \frac{|h_{n_D}|^2}{\sigma_{m_{n_D}}^2}. \]  

(4.9)

For binary antipodal signaling, the probability of error is simply the probability that \( \chi_D \) is less than zero. Hence, the conditional error probability can be computed as

\[ P_e|_{h_{n_D},m_{n_D}} = Q\left( \frac{\mu_{\chi_D}}{\sigma_{\chi_D}} \right), \]  

(4.10)

where \( Q(x) = \frac{1}{2} \text{erfc}(\frac{x}{\sqrt{2}}) \). Using Chernoff’s bound, \( Q(x) \leq \frac{1}{2} e^{-x^2/2} \), the conditional error probability is upper-bounded as

\[ P_e|_{h_{n_D},m_{n_D}} \leq \frac{1}{2} e^{\frac{-E_b}{2N_D} \sum_{n_D=1}^{N_D} \frac{|h_{n_D}|^2}{\sigma_{m_{n_D}}^2}}, \]  

(4.11)

\[ \leq \frac{1}{2} \prod_{n_D=1}^{N_D} e^{-\frac{E_b}{2N_D \sigma_{m_{n_D}}^2} |h_{n_D}|^2}. \]

Since the fading envelopes, \( |h_{n_D}| \), are i.i.d. Rayleigh distributed random variables, \( |h_{n_D}|^2 \) has a chi-square distribution with two degrees of freedom as

\[ p(|h_{n_D}|^2) = \frac{1}{|h_{n_D}|} \exp\left( -\frac{|h_{n_D}|^2}{|h_{n_D}|} \right), \quad |h_{n_D}|^2 \geq 0, \]  

(4.12)
where $\tilde{h}_{nD} = \mathbb{E}\{|h_{nD}|^2\}$ denotes the average power of the channel for the $n_{D}$th time slot. By averaging (4.11) over the fading channel statistics, we obtain

$$P_{e|m_{nD}} = \int_{0}^{\infty} P_{e|h_{nD},m_{nD}} p\left(|h_{nD}|^2\right) d|h_{nD}|^2,$$

$$\leq \frac{1}{2} \prod_{n_{D}=1}^{N_{D}} \frac{1}{1 + \frac{E_{b}}{2N_{D} \sigma_{m_{nD}}^2}}. \quad (4.13)$$

The final step in this derivation is to average $P_{e|m_{nD}}$ over the noise state probabilities $\alpha_{m_{nD}}$. Thus, we have

$$P_{e} \leq \frac{1}{2} \sum_{m_{1}=0}^{\infty} \alpha_{m_{1}} \cdots \sum_{m_{N_{D}}=0}^{\infty} \alpha_{m_{N_{D}}} \prod_{n_{D}=1}^{N_{D}} \frac{1}{1 + \frac{E_{b}}{2N_{D} \sigma_{m_{nD}}^2}}. \quad (4.14)$$

Since the noise states $m_{nD}$ are statistically independent over the different time slots, it implies that the upper bound of the error probability can be rewritten as

$$P_{e} \leq \frac{1}{2} \prod_{n_{D}=1}^{N_{D}} \sum_{m_{nD}=0}^{\infty} \alpha_{m_{nD}} \frac{1}{1 + \frac{E_{b}}{2N_{D} \sigma_{m_{nD}}^2}}. \quad (4.15)$$

For high $E_{b}/\sigma_{m}^2$, the right-hand side of (4.15) can be approximated as

$$P_{e} < \frac{1}{2} \left( \frac{E_{b}}{N_{D}} \right)^{-N_{D}} \prod_{n_{D}=1}^{N_{D}} \sum_{m_{nD}=0}^{\infty} 2\alpha_{m_{nD}} \sigma_{m_{nD}}^2. \quad (4.16)$$

By substituting (4.3) in (4.16), the upper performance bound can be expressed as

$$P_{e} < \frac{1}{2} \left( \frac{E_{b}}{2N_{D} \sigma_{G}^2} \right)^{-N_{D}} \left( 1 + \frac{1}{\Upsilon} \right)^{N_{D}}. \quad (4.17)$$

Since $\sigma^2 = \sigma_{G}^2 + \sigma_{I}^2$ and $\sigma_{I}^2 = \sigma_{G}^2 / \Upsilon$, (4.17) can be written in terms of $\sigma_{G}^2$ as follows:

$$P_{e} < \frac{1}{2} \left( \frac{E_{b}}{2N_{D} \sigma_{G}^2} \right)^{-N_{D}} \left( 1 + \frac{1}{\Upsilon} \right)^{N_{D}}. \quad (4.18)$$

From (4.17) and (4.18), we can indicate two interesting observations regarding the upper performance bound of the optimum detector in fading with impulse noise. First, the performance of the optimum scheme is upper-bounded by those of the optimum detector in Gaussian channels with variance $\sigma^2$. Second, at high SNRs, the gap in the SNRs
between the performances of impulse-free channels (Gaussian noise with $\sigma_G^2$) and impulse noise channels is given by $\left(1 + \frac{1}{\Upsilon}\right)$. We note that the performance gap depends only on $\Upsilon$. Thus, the optimum detectors in impulse noise with different $A$ and equal $\Upsilon$ yield similar performances at high SNRs.

To confirm these points, we simulated the performances of the optimum detectors with and without noise state information (NSI) for $N_D = 2$ in different MCA environments. First, we illustrate in Fig. 4.1 the performances for impulse noise with different impulsiveness, $A$. Second, in Fig. 4.2, we simulate the performances for impulse noise with different Gaussian factors, $\Upsilon$. From these figures, we observe that the optimum detectors, with

![Figure 4.1: BER performances of the optimum detectors for $N_D = 2$ in impulse noise with $\Upsilon = 0.01$ and different $A$](image)

and without NSI, provide almost the same performances. Thus, the upper performance bound in (4.18) confines the performances of both detectors. In Fig. 4.1, we observe that the performances for impulse noise with $\Upsilon = 0.01$ and different $A$ approach the same upper bound. Hence, at high SNRs, the performances of the optimum detectors approach those of Gaussian noise with variance $\sigma^2$, which agrees with (4.17). However, at low values of the SNR, we observe that the performance of the optimum detector approaches those of impulse-free channels (Gaussian noise with $\sigma_G^2$) as $A$ decreases. In Fig. 4.2, we confirm the different upper performance bounds of the optimum detector in impulse noise environments with unequal $\Upsilon$. We observe that the gap in the SNR between the BER performances for impulse-free noise and impulse noise with different $\Upsilon$ is given by $10\log_{10}(1 + \frac{1}{\Upsilon})$ dB, which is in agreement with (4.18).
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Figure 4.2: BER performances of the optimum detectors for $N_D = 2$ in impulse noise with $A = 0.1$ and different $\Upsilon$

### 4.1.2 Nonlinear Diversity Combining

The optimum detector in (4.4) possesses a complex ML decision rule. Although the assumption of perfect noise states reduces the complexity of the optimum detector, it appears to be unrealistic for a practical realization. In the following, we utilize a threshold detection scheme to simplify a nonlinear combining rule. We observe in (3.5) that the threshold $d_0$, which discriminates Gaussian noise and impulse noise, is equivalent to the ML estimate of the noise state $m$. Similarly, the estimate of noise states, $m_{n_D}$, $n_D = 1, \cdots, N_D$ for the complex-value MCA model can be given as

$$
\tilde{m}_{n_D} = \begin{cases} 
0 & \text{if } |z_{n_D}|^2 \leq d_1^2, \\
1 & \text{otherwise,}
\end{cases}
$$

where $d_1 = \sqrt{\frac{2\sigma_1^2}{\sigma_1^2 - \sigma_0^2}} \log_2 \frac{\sigma_0 \sigma_1^2}{\sigma_1 \sigma_0^2}$ denotes the threshold, which inspects the state of complex-valued MCA noise. The threshold equation, $|z_{n_D}|^2 = d_1^2$, in the complex plane, can be seen as a circle of radius $d_1$. The inner and outer regions of this circle (see Fig. 4.3) are corresponding to the Gaussian and impulsive states, respectively. Consequently, the
complex-valued MCA density can be reduced to

\[
p_z(z_{n_D}) \approx \begin{cases} 
\frac{\alpha_0}{2\pi\sigma_0^2}e^{-\frac{|z_{n_D}|^2}{2\sigma_0^2}} & \text{if } |z_{n_D}|^2 \leq d_1^2, \\
\frac{\alpha_1}{2\pi\sigma_1^2}e^{-\frac{|z_{n_D}|^2}{2\sigma_1^2}} & \text{otherwise}.
\end{cases}
\]  

(4.20)

Under the hypotheses \(S_1\) and \(S_0\), the likelihood functions \(p_z(y_{n_D} - \sqrt{\frac{\beta_s}{\kappa_D}}h_{n_D}s)\) can be represented as

\[
p_z(y_{n_D} - \sqrt{\frac{\beta_s}{\kappa_D}}h_{n_D}s) \approx \begin{cases} 
\frac{\alpha_0}{2\pi\sigma_0^2}e^{-\frac{|y_{n_D} - \sqrt{\frac{\beta_s}{\kappa_D}}h_{n_D}s|^2}{2\sigma_0^2}} & \text{if } |y_{n_D} - \sqrt{\frac{\beta_s}{\kappa_D}}h_{n_D}s|^2 \leq d_1^2, \\
\frac{\alpha_1}{2\pi\sigma_1^2}e^{-\frac{|y_{n_D} - \sqrt{\frac{\beta_s}{\kappa_D}}h_{n_D}s|^2}{2\sigma_1^2}} & \text{otherwise}.
\end{cases}
\]  

(4.21)

The above representation classifies the complex plane of the received signal observation, \(y_{n_D}\), into 3 or 4 different regions. Figure (4.4) illustrates the 4 possible regions in the complex plane. We observe that the threshold boundary equation, \(|y_{n_D} - \sqrt{\frac{\beta_s}{\kappa_D}}h_{n_D}s|^2 = d_1^2\), for \(s \in \{+1, -1\}\), depicts a circle centered at \(\left(\sqrt{\frac{\beta_s}{\kappa_D}}\text{Re}\{h_{n_D}\}s, \sqrt{\frac{\beta_s}{\kappa_D}}\text{Im}\{h_{n_D}\}s\right)\). Thus, we may have either 3 or 4 overlapping regions depending on the values of the signal level and fading coefficients. The shown figure depicts the 4 overlapping regions \(C_0\), \(C_1\), \(C_2\), and \(C_3\). For each region, we substitute the corresponding term of (4.21) into (4.4) to
approximate the optimum detector as

$$\Lambda_{ML} = \sum_{n_D=1}^{N_D} g(y_{n_D}, h_{n_D}) \frac{S_1}{S_0}$$ \hspace{1cm} (4.22)$$

where

$$g(y_{n_D}, h_{n_D}) \approx 2 \sqrt{E_b N_D} \frac{\text{Re}\{h^*_n y_{n_D}\}}{\sigma_1^2}$$ \hspace{1cm} (4.23)$$

$$g(y_{n_D}, h_{n_D}) \approx -\frac{\sigma_1^2 - \sigma_0^2}{2\sigma_1^2 \sigma_0^2} \left( d_1^2 - (|y_{n_D}|^2 + 2 \sqrt{E_b N_D \sigma_1^2 + \sigma_0^2} \text{Re}\{h^*_n y_{n_D}\} + 2 \frac{E_b}{N_D} |h_{n_D}|^2) \right)$$ \hspace{1cm} (4.24)$$

$$g(y_{n_D}, h_{n_D}) \approx 2 \sqrt{E_b N_D} \frac{\text{Re}\{h^*_n y_{n_D}\}}{\sigma_0^2}$$ \hspace{1cm} (4.25)$$

and

$$g(y_{n_D}, h_{n_D}) \approx \frac{\sigma_1^2 - \sigma_0^2}{2\sigma_1^2 \sigma_0^2} \left( d_1^2 - (|y_{n_D}|^2 - 2 \sqrt{E_b N_D \sigma_1^2 + \sigma_0^2} \text{Re}\{h^*_n y_{n_D}\} + 2 \frac{E_b}{N_D} |h_{n_D}|^2) \right)$$ \hspace{1cm} (4.26)$$

are the approximate nonlinearities of the optimum combining for the regions $C_0$, $C_1$, $C_2$, and $C_3$, respectively. In Fig. 4.5, we depict the approximate nonlinearities of all regions for a fixed value of $h_{n_D}$. We observe that the approximate combining nonlinearities behave similarly to those of the optimum detector considered in Section 3.1. However, we note that the approximate combining nonlinearities scale the received observations according to the fading coefficients and noise variances. To assess the performance of this approximation, we simulated the BER performances of the nonlinear combining scheme and the optimum detector utilizing different numbers of time slots, $N_D$. Figure 4.6
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Figure 4.5: Combining nonlinearities in fading channels with complex-valued MCA noise

Figure 4.6: Performance comparison of the nonlinear combining scheme with the optimum detector in impulse noise with $A = 0.1$ and $\Upsilon = 0.01$
illustrates the BER performance versus the SNR for \( N_D = 1, 2, \) and 4. We observe that the performance of the nonlinear combining scheme approaches those of the optimum detector for different \( N_D \). In addition, we note that the performances of both schemes are improved considerably when \( N_D \) increases, which complies with the upper performance bound at different numbers of diversity channels, \( N_D \).

4.2 Spatial Diversity Reception

In this section, we consider the performance evaluation of the optimum receiver for spatial (receive) diversity in combating the effects of fading and impulse noise. Thus, we assume a communication system with \( N_R \) receive antennas operating in impulse noise environments. For binary signals, the baseband received observations for the \( N_R \) receive antennas can be given as

\[
y_{nR} = \sqrt{E_b} h_{nR} s + z_{nR}, \quad n_R = 1, 2, \cdots, N_R, \tag{4.27}
\]

where \( s \in \{\pm 1\} \) and \( h_{nR}, n_R = 1, \cdots, N_R, \) are statistically independent complex-valued fading coefficients along the \( N_R \) diversity channels. The noise observations, \( z_{nR}, \) denote spatially correlated baseband noise samples at the \( N_R \) receive antennas. Form the pass-band multivariate MCA model in (2.20), the baseband noise observations can be modeled as

\[
p_z(z) = \sum_{m=0}^{\infty} \frac{\alpha_m}{(2\pi)^{N_R/2} |\Sigma_m|} e^{-\frac{1}{2} z^H \Sigma_m^{-1} z}. \tag{4.28}
\]

where \( z = [z_1, \cdots, z_{N_R}]^T \) and the covariance matrix, \( \Sigma_m, \) is given as

\[
\Sigma_m = \begin{pmatrix}
\sigma_{m,1}^2 & \cdots & \rho_{m,1N_R} \sigma_{m,1} \sigma_{m,N_R} \\
\vdots & \ddots & \vdots \\
\rho_{m,N_R} \sigma_{m,N_R} \sigma_{m,1} & \cdots & \sigma_{m,N_R}^2
\end{pmatrix}, \tag{4.29}
\]

where \( \sigma_{m,nR}^2 = \sigma_G^2 \left(1 + \frac{m}{\Lambda_{nR}}\right), n_R = 1, \cdots, N_R, \) and \( \rho_{m,nR} \) denote the correlation coefficients of noise observations at the \( n_R \)th and \( n_R \)th receive antennas. Since \( \Upsilon_{nR} \neq \Upsilon, \forall n_R, \) this implies that impulse noise for different antennas possess unequal variances \( \sigma_{nR}^2 = \sigma_G^2 + \frac{\sigma_{G}^2}{\Upsilon_{nR}}. \) Based on the received observation vector, \( y = [y_1, \cdots, y_{N_R}]^T, \) the optimum detector computes the following LLR

\[
\Lambda_{ML} = \log \left( \frac{p_z(y - \sqrt{E_b} h)}{p_z(y + \sqrt{E_b} h)} \right) \frac{S_1}{S_0}, \tag{4.30}
\]
Since (4.30) does not allow a simplification, we again assume that the NSI is available at the receiver. Then, when \( m \) is known, the distribution of \( z \) reduces to a conditional multivariate Gaussian density as

\[
p_d(z|m) = \frac{1}{(2\pi)^{N_R}|\Sigma_m|} e^{-\frac{1}{2}z^H \Sigma_m^{-1} z}.
\]

(4.31)

By substituting (4.31) in (4.30), the optimum detector reduces to

\[
\text{Re}\{h^H \Sigma_m^{-1} y\} \gtrless S_1 - S_0 \geq 0.
\]

(4.32)

The above expression leads to a tractable analysis of the upper performance bound for the optimum detector in spatially correlated impulse noise.

### 4.2.1 Asymptotic Upper Performance Bound

From (4.32) and (4.27), supposing that the signal \( s = +1 \) was transmitted, the optimum decision variable, \( \chi_R \), can be expressed as

\[
\chi_R = \sqrt{E_b} h^H \Sigma_m^{-1} h + \text{Re}\{h^H \Sigma_m^{-1} z\}.
\]

(4.33)

For fixed sets of \( m \) and \( h \), the decision variable \( \chi_R \) is Gaussian with mean \( \mu_{\chi_R} = \sqrt{E_b} h^H \Sigma_m^{-1} h \) and variance \( \sigma^2_{\chi_R} = h^H \Sigma_m^{-1} h \). Similar to (4.10), the conditional error probability can be given as

\[
P_{e|h,m} = Q\left(\sqrt{E_b} h^H \Sigma_m^{-1} h\right).
\]

(4.34)

Then, the Chernoff bound leads to

\[
P_{e|h,m} \leq \frac{1}{2} e^{-\frac{E_b}{2} h^H \Sigma_m^{-1} h}.
\]

(4.35)

Since \( \Sigma_m^{-1} \) is symmetric, we can write \( \Sigma_m^{-1} = U \Lambda_m U^H \), where \( U \) is a unitary matrix and \( \Lambda_m \) is a diagonal matrix. Thus, we have

\[
h^H \Sigma_m^{-1} h = h^H \Lambda_m h,
\]

(4.36)

\[
= \sum_{n_R=1}^{N_R} \zeta_{m,n_R} |h_{n_R}|^2.
\]
where \( \mathbf{h} = \mathbf{U}^H \mathbf{h} \) and \( \zeta_{m,n_R}, \forall n_R \), are the diagonal elements of \( \mathbf{\Lambda}_m \), which stand for the eigenvalues of \( \Sigma_m^{-1} \). By substituting (4.36) into (4.35), the upper bound of the conditional error probability can be rewritten as

\[
P_{e|h,m} \leq \frac{1}{2} \prod_{n_R=1}^{N_R} e^{-\frac{E_b}{2} \zeta_{m,n_R} |h_{n_R}|^2}.
\] (4.37)

The last two steps are to average \( P_{e|h,m} \) over the statistics of \( |h_{n_R}| \) and \( m \). Since \( \mathbf{U} \) is a unitary matrix, \( |h_{n_R}| \) follows the same statistics of the channel coefficient \( |h_{n_R}| \). Similar to (4.13), averaging \( P_{e|h,m} \) over the statistics of \( |h_{n_R}|^2 \) yields

\[
P_e \leq \frac{1}{2} \prod_{n_R=1}^{N_R} \frac{1}{1 + \frac{E_b}{2} \zeta_{m,n_R}}.
\] (4.38)

Therefore, the upper bound of the error probability can be given as

\[
P_e \leq \frac{1}{2} \sum_{m=0}^{\infty} \alpha_m \prod_{n_R=1}^{N_R} \frac{1}{1 + \frac{E_b}{2} \zeta_{m,n_R}}.
\] (4.39)

For high signal levels, the right hand side of (4.39) can be approximated as

\[
P_e \leq \frac{1}{2} \left( \frac{E_b}{2} \right)^{-N_R} \sum_{m=0}^{\infty} \alpha_m \prod_{n_R=1}^{N_R} \frac{1}{\zeta_{m,n_R}}.
\] (4.40)

To investigate how the optimum detector should behave in different impulse noise environments, we consider spatial diversity with two receive antennas \( (N_R = 2) \). Therefore, the covariance matrix \( \Sigma_m \) can be given as

\[
\Sigma_m = \begin{pmatrix}
\sigma_{m,1}^2 & \rho_m \sigma_{m,1} \sigma_{m,2} \\
\rho_m \sigma_{m,2} \sigma_{m,1} & \sigma_{m,2}^2
\end{pmatrix}.
\] (4.41)

The eigenvalues of \( \Sigma_m^{-1} \) can be computed as follow:

\[
\zeta_{m,1} = \frac{\sigma_{m,1}^2 + \sigma_{m,2}^2 + \sqrt{(\sigma_{m,1}^2 - \sigma_{m,2}^2)^2 + 4 \sigma_{m,1}^2 \sigma_{m,2}^2 \rho_m^2}}{2 \sigma_{m,1}^2 \sigma_{m,2}^2 (1 - \rho_m^2)};
\] (4.42)

\[
\zeta_{m,2} = \frac{\sigma_{m,1}^2 + \sigma_{m,2}^2 - \sqrt{(\sigma_{m,1}^2 - \sigma_{m,2}^2)^2 + 4 \sigma_{m,1}^2 \sigma_{m,2}^2 \rho_m^2}}{2 \sigma_{m,1}^2 \sigma_{m,2}^2 (1 - \rho_m^2)}.
\]
By substituting (4.42) in (4.40), the term $G_R$ can be written as

$$G_R = \sum_{m=0}^{\infty} \alpha_m \sigma_{m,1}^2 \sigma_{m,2}^2 (1 - \rho_m^2),$$

$$= E_m \{ \sigma_{m,1}^2 \sigma_{m,2}^2 (1 - \rho_m^2) \}, \quad (4.43)$$

where $E_m \{ \cdot \}$ denotes the expectation with respect to the noise state $m$. For simplicity, we assume that $\rho_m = \rho, \forall m$. Since $\sigma_{m,n_R}^2 = \sigma_G^2 \left(1 + \frac{m}{A \Upsilon_{n_R}}\right), \forall n_R$, $G_R$ can be evaluated as

$$G_R = (\sigma_G^2)^2 (1 - \rho^2) \left(1 + \frac{1}{\Upsilon_1}\right) \left(1 + \frac{1}{\Upsilon_2}\right) \left(1 + \frac{1}{A(1 + \Upsilon_1)(1 + \Upsilon_2)}\right). \quad (4.44)$$

By substituting (4.44) in (4.40), the upper performance bound of the optimum detector for 2-antenna systems can be expressed as

$$P_e < \frac{1}{2} \left( \frac{E_b}{2 \sigma_G^2} \right)^{-2} (1 - \rho^2) \left(1 + \frac{1}{\Upsilon_1}\right) \left(1 + \frac{1}{\Upsilon_2}\right) \left(1 + \frac{1}{A(1 + \Upsilon_1)(1 + \Upsilon_2)}\right). \quad (4.45)$$

In (4.45), we note that the first term, $\frac{1}{2} \left( \frac{E_b}{2 \sigma_G^2} \right)^{-2}$, denotes the exact upper performance bound for Gaussian noise with variance $\sigma_G^2$ (impulse-free noise). Therefore, the last four terms can determine the performance gap between the impulse-free channels and spatially correlated MCA noise. According to (4.45), we observe that the performance gap depends on the impulsive index, $A$, and noise correlation, $\rho$. The term $(1 - \rho^2)$ indicates how the performance gap decreases as $\rho$ increases. However, the term $\left(1 + \frac{1}{A(1 + \Upsilon_1)(1 + \Upsilon_2)}\right)$ shows how the performance gap increases as $A$ decreases. This differs from the upper performance bound of the optimum detector for time diversity, which is independent on $A$.

To confirm the above expression, we simulate the performance of the optimum detectors (with and without NSI) for $N_R = 2$ in different impulse noise environments. We limit the simulation environments to impulse noise with equal Gaussian factors, $\Upsilon_{n_R} = \Upsilon, \forall n_R$. Thus, the expression in (4.45) can be rewritten as

$$P_e < \frac{1}{2} \left( \frac{E_b}{2 \sigma^2} \right)^{-2} (1 - \rho^2) \left(1 + \frac{1}{\Upsilon}\right)^2 \left(1 + \frac{1}{A(1 + \Upsilon)^2}\right), \quad (4.46)$$

which can be expressed in terms of $\sigma^2$ as

$$P_e < \frac{1}{2} \left( \frac{E_b}{2 \sigma^2} \right)^{-2} (1 - \rho^2) \left(1 + \frac{1}{A(1 + \Upsilon)^2}\right). \quad (4.47)$$
In Fig. 4.7, we depict the performances of the optimum detectors in spatially uncorrelated impulse noise with different $A$ and $\Upsilon = 0.01$. Additionally, we depict the performances of Gaussian noise with variances $\sigma_G^2$ and $\sigma^2$ as references. First, we observe that the optimum detectors with and without NSI provide identical performances. Second, we note that the expression in (4.46) provides a tight upper performance bound to both detectors. Third, we see clearly that, at high SNRs, the performance of the optimum detector in impulse noise degrades as the impulsive index $A$ decreases. Therefore, we note that the gap in the SNR between the performances of the optimum detectors for impulse noise and Gaussian noise is in accordance with (4.47). To confirm the performance of the optimum detector in spatially correlated impulse noise, we simulate the BER versus $\rho$ at $E_b/2\sigma_G^2 = 50$ dB for different values of $A$ as illustrated in Fig. 4.8. In this figure, we show how the performance improves as $\rho$ increases, which is consistent with (4.47). Furthermore, we observe that the performance loss of the optimum detector due to impulse noise increases inversely with respect to $A$, which is in agreement with the last term of (4.47).

4.2.2 Spatial Diversity Combining

We investigate the noise state estimate of multivariate MCA noise, which realizes the optimum decision rule in a closed-form approximation. Herewith, we start with the 2-
Figure 4.8: BER performances of the optimum detectors versus $\rho$ for different $A$ and $\Upsilon_{1,2} = 0.01$ at an SNR=50 dB.
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### 4.2. SPATIAL DIVERSITY RECEPTION

The decision rule for ˜\(D\) and ˜\(h\) respectively. The above approximation divides the optimum decision rule in (4.30) into four decision rules. For ˜\(m\)\(_{\text{hy}}\) = 1 and ˜\(m\)\(_{\text{hy}}\) = 1, the estimate of the NSI is impulsive for both hypotheses. Hence, substituting (4.51) and (4.52) in (4.30) leads to

\[
\operatorname{Re}\{h^H\Sigma^{-1}_1y\} \begin{cases}
\frac{S_1}{S_0} \geq 0, & \text{if } \tilde{m}_{y|1} = 0, \\
\frac{S_1}{S_0} < 0, & \text{otherwise,}
\end{cases}
\]

The decision rule for ˜\(m\)\(_{y|1}\) = 0 and ˜\(m\)\(_{y|1}\) = 0 can be expressed as

\[
\operatorname{Re}\{h^H\Sigma^{-1}_1y\} \begin{cases}
\frac{S_1}{S_0} \geq 0, & \operatorname{Re}\{h^H\Sigma^{-1}_1y\} \leq 0, \\
\frac{S_1}{S_0} < 0, & \operatorname{Re}\{h^H\Sigma^{-1}_1y\} > 0,
\end{cases}
\]

For ˜\(m\)\(_{y|1}\) = 1 and ˜\(m\)\(_{y|1}\) = 0, the decision rule is

\[
\left(y + \sqrt{E_b}h\right)^H M \left(y + \sqrt{E_b}h\right) + 4\sqrt{E_b} \operatorname{Re}\{h^H\Sigma^{-1}_1y\} - d_2 \begin{cases}
\frac{S_1}{S_0} \geq 0, & \text{if } 0 = 1, \\
\frac{S_1}{S_0} < 0, & \text{otherwise,}
\end{cases}
\]

Finally, the decision rule for ˜\(m\)\(_{y|1}\) = 0 and ˜\(m\)\(_{y|1}\) = 1 leads to

\[
\left(y - \sqrt{E_b}h\right)^H M \left(y - \sqrt{E_b}h\right) - 4\sqrt{E_b} \operatorname{Re}\{h^H\Sigma^{-1}_1y\} - d_2 \begin{cases}
\frac{S_1}{S_0} \geq 0, & \text{if } 0 = 1, \\
\frac{S_1}{S_0} < 0, & \text{otherwise,}
\end{cases}
\]

To confirm the above analysis, we consider spatial diversity with \(N_R = 2\). Therefore, the threshold boundary equation, \(\left(y - \sqrt{E_b}sh\right)^H M \left(y - \sqrt{E_b}sh\right) = d_2\), reduces to a general ellipse equation in the complex \(N_R\)-dimensional space. However, for two-receive antennas \(N_R = 2\), assuming real-valued \(hy\) and \(h\), the threshold boundary equation depicts a rotated ellipse regarding the spatial dimensions. Figure 4.9 illustrates the threshold boundary equations in a two-dimensional space for hypotheses \(S_1\) and \(S_0\). Under both hypotheses, the ellipses are centered at \(+\sqrt{E_b}h_1, +\sqrt{E_b}h_2\) and \(-\sqrt{E_b}h_1, -\sqrt{E_b}h_2\), respectively. The inner and outer regions of each ellipse are corresponding to ˜\(m\)\(_{y|s}\) = 0 and ˜\(m\)\(_{y|s}\) = 1, respectively. Therefore, the spatial space can be divided into four decision regions \(D_0, D_1, D_2,\) and \(D_3\) as illustrated in Fig 4.9. The decision rules for the regions \(D_0\) and \(D_2\) lead to (4.53) and (4.54), respectively. However, the decision rules for the regions
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Figure 4.9: Decision boundaries for spatially coupled impulse noise

\[ D_1 \] and \[ D_3 \] result in (4.55) and (4.56), respectively. To investigate the decision boundaries of the optimum detector in spatially uncorrelated impulse noise, we assume MCA noise with \( \Upsilon_{n_R} = \Upsilon_0 \), \( \forall n_R \), and \( \rho_m = 0 \). Thus, the covariance matrix \( \Sigma_m \) reduces to \( \sigma_m^2 I_{N_R} \). Consequently, the threshold boundary equations reduce to

\[
|y - \sqrt{E_b} s h_1|_2^2 = \frac{\sigma_m^2 \sigma_0^2}{\sigma_1^2 - \sigma_0^2} d_2,
\]

\[
|y + \sqrt{E_b} s h_2|_2^2 = \frac{\sigma_m^2 \sigma_0^2}{\sigma_1^2 - \sigma_0^2} d_2.
\]

Figure 4.10: Decision regions for spatially uncorrelated impulse noise

which depict circles centered at \((\sqrt{E_b} s h_1, \sqrt{E_b} s h_2)\) in the 2-dimensional space. Figure 4.10 depicts the threshold boundary equations for hypotheses \( S_1 \) and \( S_0 \). We observe that the decision boundaries are confined only to regions \( D_0 \) and \( D_2 \). Since \( \Sigma_m^{-1} = \frac{1}{\sigma_m^2} I \),

\[
\text{Re}\{h^H \Sigma_1^{-1} y\} = 0
\]

\[
\text{Re}\{h^H \Sigma_0^{-1} y\} = 0
\]
the decision rules in (4.53) and (4.54) reduce to
\[ \text{Re}\{\mathbf{h}^H \mathbf{y}\} \geq \frac{S_1}{S_0}, \]
which represents the optimum combining scheme for Gaussian noise. The above expression can justify why the conventional MRC provides the same performance of the optimum detector in the case of spatially uncorrelated impulse noise. In Fig. 4.11, we investigate the performances of the optimum detector and MRC in uncorrelated MCA noise with \( A = 0.1 \) and \( \Upsilon = 0.01 \). From this figure, we observe that both detectors offer the same performance for different numbers of receive antennas \( N_R \), which is in line with the above analysis.

![Figure 4.11: BER performances of the optimum detector and MRC in impulse noise with \( A = 0.1 \) and \( \Upsilon = 0.01 \) for different \( N_R \)](image)

**4.3 Space-Time Coding**

We conclude this chapter with the performance evaluation of orthogonal ST block coding (OSTBC) in the presence of spatially correlated MCA noise. Herein, we recall the baseband model (see Fig. 1.6) for \( N_T \times N_R \) OSTBC-MIMO systems. The OSTBC scheme uses \( N_D \) time slots to encode \( N_B \leq N_T \) data symbols into an \( N_T \times N_D \) ST code matrix.
Therefore, the baseband received signal vectors $y_{nD}$ can be expressed as

$$y_{nD} = \sqrt{\frac{E_b}{N_T}} \mathbf{H} c_{nD} + z_{nD}, \quad n_D = 1, \cdots, N_D,$$

(4.58)

where $\mathbf{H} \in \mathbb{C}^{N_R \times N_T}$ is a MIMO channel matrix of i.i.d. complex Gaussian entries with zero mean and unit variance. $c_{nD} \in \mathbb{C}^{N_T \times 1}$ denotes the $n$th column vector of the OSTBC matrix, $\mathbf{C} \in \mathbb{C}^{N_T \times N_D}$. For spatially coupled impulse noise, the received noise vector, $z_{nD} \in \mathbb{C}^{N_R \times 1}$, can be modeled by

$$p_z(z_{nD}) = \sum_{m_{nD}=0}^{\infty} \frac{\alpha_{m_{nD}}}{(2\pi)^{N_R} \sqrt{\det \Sigma_{m_{nD}}}} e^{-\frac{1}{2} z_{nD}^H \Sigma_{m_{nD}}^{-1} z_{nD}},$$

(4.59)

where $\Sigma_{m_{nD}}$ can be given by (4.29). To specify (4.59) over the $N_D$ time slots, we assume that the noise vectors $z_{nD}, n_D = 1, \cdots, N_D$, are statistically independent. Therefore, the optimum ML decoder selects the code matrix that maximizes the log-likelihood function as follows:

$$\hat{\mathbf{C}}_{\text{ML}} = \arg \max_{\mathbf{C}} \sum_{n_D=1}^{N_D} \log \left( p_z \left( y_{nD} - \sqrt{\frac{E_b}{N_T}} \mathbf{H} c_{nD} \right) \right).$$

(4.60)

Similar to the optimum ML decoding of OSTBC in uncorrelated impulse noise, (4.60) cannot be further simplified. However, by stacking the $N_D$ received vectors, $y_{nD}, \forall n_D$, into a single column vector $y = [y_1^T, \cdots, y_{N_D}^T]^T$, we have

$$y = \sqrt{\frac{E_b}{N_T}} (\mathbf{C}^T \otimes \mathbf{I}_{N_R}) \mathbf{h} + z,$$

(4.61)

where $\mathbf{C}$ is the OSTBC matrix, $\otimes$ is the Kronecker product, $\mathbf{I}_{N_R}$ denotes the identity matrix of size $N_R$, and $\mathbf{h} = [h_1^T, \cdots, h_{N_T}^T]^T$ sorts the MIMO channel $\mathbf{H}$ into a single column vector. Under perfect knowledge of noise states $m_{nD}, n_D = 1, \cdots, N_D$, the noise vector $z = [z_1^T, \cdots, z_{N_D}^T]^T$ can be seen as a complex multivariate Gaussian vector with the following covariance matrix

$$\Sigma = \mathbb{E} [zz^H] = \begin{pmatrix}
\Sigma_{m_1} & 0 & \cdots & 0 \\
0 & \Sigma_{m_2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \Sigma_{m_{N_D}}
\end{pmatrix},$$

(4.62)

where $\Sigma_{m_{nD}}$ is the covariance matrix of $z_{nD}$ during the $n_{D}^0$ time slot. Similar to a conventional system when the received signals are impaired by correlated Gaussian noise,
a noise-whitening matrix is applied to obtain the equivalent samples with uncorrelated noise. The inverse of the positive definite covariance matrix $\Sigma$ can be factorized as $\Sigma^{-1} = LR = LL^H$. Multiplying (4.61) by $L^H$, we obtain

$$L^H y = \sqrt{\frac{E_b}{N_T} L^H (C^T \otimes I_{NR}) h + L^H z}, \quad (4.63)$$

where the elements of $L^H z$ are i.i.d. Gaussian distributed random variables with unit variance. Then, the optimum ML receiver reduces to

$$\hat{C} = \text{arg} \min_C \left| L^H y - \sqrt{\frac{E_b}{N_T} L^H (C^T \otimes I_{NR}) h} \right|^2. \quad (4.64)$$

In the following, we use (4.64) to evaluate the asymptotic PEP of the optimum ST decoder for OSTBC in spatially correlated impulse noise. Furthermore, we show how the threshold detection of noise states can realize (4.64) under no knowledge of noise states.

### 4.3.1 Asymptotic Pairwise Error Probability

Assume that $C_0$ is the transmitted ST code matrix and the receiver can decide between two ST code matrices $C_0$ and $C_1$. Denote $\Psi_0 = C_0^T \otimes I_{NR}$ and $\Psi_1 = C_1^T \otimes I_{NR}$, the probability that $C_0$ was sent and $C_1$ is detected can be expressed as

$$P(C_0 \to C_1|h, m_n) = P\left( \left| L^H y_0 - \sqrt{\frac{E_b}{N_T} L^H \Psi_1 h} \right|^2 \leq \left| L^H y_0 - \sqrt{\frac{E_b}{N_T} L^H \Psi_0 h} \right|^2 \right),$$

$$= P\left( \chi_{ST} \leq 0 \right). \quad (4.65)$$

By substituting (4.61) in (4.65), $\chi_{ST}$ can be given as

$$\chi_{ST} = \frac{E_b}{N_T} h^H Bh + 2\sqrt{\frac{E_b}{N_T}} \text{Re} \left\{ h^H (\Psi_0 - \Psi_1)^H \Sigma^{-1} z \right\}, \quad (4.66)$$

where $B = (\Psi_0 - \Psi_1)^H \Sigma^{-1} (\Psi_0 - \Psi_1)$ is a code distance matrix. Since $\chi_{ST}$ is Gaussian with

$$\mu_{\chi_{ST}} = \frac{E_b}{N_T} h^H Bh, \quad (4.67)$$

and

$$\sigma^2_{\chi_{ST}} = \frac{4E_b}{N_T} h^H Bh, \quad (4.68)$$

...
the conditional PEP can be written as

\[
P(C_0 \rightarrow C_1 | h, m_{n_D}) = Q \left( \frac{\mu_{\chi_{ST}}}{\sigma_{\chi_{ST}}} \right),
\]

\[
= Q \left( \sqrt{\frac{E_b}{4N_T} h^H Bh} \right). \tag{4.69}
\]

Since \( B \) is Hermitian, then there exists a unitary matrix \( U \), i.e., \( U^H U = I \), such that

\[
U^H B U = \Delta,
\]

where \( \Delta \) is a diagonal matrix. The diagonal elements, \( \lambda_{(n_T-1)N_R+n_R}, n_T = 1, \cdots, N_T \) and \( n_R = 1, \cdots, N_R \), of \( \Delta \) are equivalent to the eigenvalues of \( B \). Therefore, (4.69) reduces to

\[
P(C_0 \rightarrow C_1 | h, m_{n_D}) = Q \left( \sqrt{\frac{E_b}{4N_T} \sum_{n_T=1}^{N_T} \sum_{n_R=1}^{N_R} |h_{n_Rn_T}|^2 \lambda_{(n_T-1)N_R+n_R}} \right), \tag{4.70}
\]

where \( \tilde{h} = U^H h \). Using the Chernoff bound, (4.70) can be upper-bounded as

\[
P(C_0 \rightarrow C_1 | h, m_{n_D}) \leq \frac{1}{2} \prod_{n_T=1}^{N_T} \prod_{n_R=1}^{N_R} \exp \left( -\frac{E_b}{8N_T} |h_{n_Rn_T}|^2 \lambda_{(n_T-1)N_R+n_R} \right). \tag{4.71}
\]

Since \( U \) is unitary, then \( \tilde{h} \) will follow the same distribution of \( h \). Therefore, \( h_{n_Rn_T}, \forall n_R \) and \( \forall n_T \), are i.i.d. Gaussian random variables. Similar to (4.13), we average the right-hand side of (4.71) with respect the statistics of \( |h_{n_Rn_T}|^2 \) to arrive at

\[
P(C_0 \rightarrow C_1 | m_{n_D}) \leq \frac{1}{2} \prod_{n_T=1}^{N_T} \prod_{n_R=1}^{N_R} \left( \frac{1}{1+\frac{E_b}{8N_T} \lambda_{(n_T-1)N_R+n_R}} \right). \tag{4.72}
\]

To simplify the analysis, we consider an \( N_T \times N_T \) OSTBC matrix. Since \( C \) is orthogonal, i.e., \( C C^H = \sum_{n_B=1}^{N_B} |s_{n_B}|^2 I_{N_T}, \) and \( \Psi = C^T \otimes I_{N_R} \), the eigenvalues of \( B \) can be split as

\[
\lambda_{(n_T-1)N_R+n_R} = \beta_{n_T} \zeta_{m_{n_D},n_R}, \quad n_D \equiv n_T = 1, \cdots, N_T, \tag{4.73}
\]

where \( \beta_{n_T} \) and \( \zeta_{m_{n_D},n_R} \) are the eigenvalues of \( (C_0 - C_1)(C_0 - C_1)^H \) and \( \Sigma_{m_{n_D}} \), respectively. The last step in this derivation is to average \( P(C_0 \rightarrow C_1 | m_{n_D}) \) over the statistics of \( m_{n_D}, n_D = 1, \cdots, N_D \). Since \( m_{n_D} \) are independent at different time slots, it follows that \( \zeta_{m_{n_D},n_R}, n_D \equiv n_T = 1, \cdots, N_T, \) are also independent for different \( n_T \). Thus, we have

\[
P(C_0 \rightarrow C_1) \leq \frac{1}{2} N_T \prod_{n_T=1}^{N_T} E_{m_{n_D}} \left\{ \prod_{n_R=1}^{N_R} \left( \frac{1}{1+\frac{E_b}{8N_T} \zeta_{m_{n_D},n_R}} \right) \right\}. \tag{4.74}
\]
At high SNRs, the right-hand side of (4.74) can be approximated as

\[ P(C_0 \rightarrow C_1) < \frac{1}{2} \left( \frac{E_b}{8N_T} \right)^{-N_R N_T} \left( \prod_{n_T=1}^{N_T} \beta_{n_T} \right)^{-N_R} \prod_{n_T=1}^{N_T} E_{m_{n_D}} \left\{ \prod_{n_R=1}^{N_R} \frac{1}{\zeta_{m_{n_D}, n_R}} \right\}. \]  

(4.75)

For \( \Sigma_{m_{n_D}} = \sigma_G^2 I_{N_R} \), \( \forall m_{n_D} \), the eigenvalues \( \zeta_{m_{n_D}, n_R} \) can be given by \( 1/\sigma_G^2 \), \( \forall n_R \). Therefore, the above expression goes to the exact upper bound PEP of OSTBC in the absence of impulse noise [50]. However, in the presence of impulse noise, the last term in (4.75) is related directly to the eigenvalues of \( \Sigma_{m_{n_D}}^{-1} \). To investigate this term in a closed-form expression, we assume MIMO systems with two receive antennas. For \( N_R = 2 \), \( \zeta_{m_{n_D}, n_R} \), \( n_R = 1, 2 \), are given by (4.42). Thus, substituting (4.42) into (4.75) leads to

\[ G_{ST} = \prod_{n_T=1}^{N_T} E_{m_{n_D}} \left\{ \sigma_{m_{n_D},1}^2 \sigma_{m_{n_D},2}^2 \left( 1 - \rho_{m_{n_D}}^2 \right) \right\}. \]  

(4.76)

For \( \rho_{m_{n_D}} = \rho \), \( G_{ST} \) can be expressed in terms of \( \sigma_G \) as follows:

\[ G_{ST} = \left( \sigma_G^2 \right)^2 (1 - \rho^2) \left( 1 + \frac{1}{\Upsilon_1} \right) \left( 1 + \frac{1}{\Upsilon_2} \right) \left( 1 + \frac{1}{A(1 + \Upsilon_1)(1 + \Upsilon_2)} \right)^{N_T}. \]  

(4.77)

By substituting (4.77) in (4.75), the asymptotic PEP of the optimum ST decoding for \( N_T \times 2 \) MIMO systems can be given as

\[ P(C_0 \rightarrow C_1) < \frac{1}{2} \left( \frac{E_b}{8N_T \sigma_G^2} \right)^{-2N_T} \left( \prod_{n_T=1}^{N_T} \beta_{n_T} \right)^{-2} \times \left( 1 - \rho^2 \right) \left( 1 + \frac{1}{\Upsilon_1} \right) \left( 1 + \frac{1}{\Upsilon_2} \right) \left( 1 + \frac{1}{A(1 + \Upsilon_1)(1 + \Upsilon_2)} \right)^{N_T}. \]  

(4.78)

Similar to (4.45), the last term measures the performance gap between the impulse-free noise and correlated MCA noise in fading channels. However, we observe that the performance gap in (4.78) is highly dependent on the number of transmit antennas. To confirm this analysis, we simulate the BER of a \( 2 \times 2 \) MIMO system with Alamouti ST coding scheme in fading with impulse noise. We assume impulse noise environments with
\[ \Upsilon_{n_R} = \Upsilon, \; n_R = 1, 2, \text{ and hence, (4.78) can be rewritten as} \]

\[ P(C_0 \rightarrow C_1) < \frac{1}{2} \left( \frac{E_b}{8N_T \sigma_G^2} \right)^{-2N_T} \left( \prod_{n_T=1}^{N_T} \beta_n \right)^{-2} \times (1 - \rho^2)^{N_T} \left( 1 + \frac{1}{N_T} \right) \left( 1 + \frac{1}{A(1 + \Upsilon_1)(1 + \Upsilon_2)} \right)^{N_T}. \]  

(4.79)

Since \( \sigma_{n_R}^2 \equiv \sigma^2 = \sigma_G^2(1 + \frac{1}{\Upsilon}), \forall n_R, \) (4.79) can be expressed in terms of \( \sigma^2 \) as follows:

\[ P(C_0 \rightarrow C_1) < \frac{1}{2} \left( \frac{E_b}{8N_T \sigma^2} \right)^{-2N_T} \left( \prod_{n_T=1}^{N_T} \beta_n \right)^{-2} \left( 1 - \rho^2 \right) \left( 1 + \frac{1}{A(1 + \Upsilon)^2} \right)^{N_T}, \]

(4.80)

where \( (1 + \frac{1}{\Upsilon})^{2N_T} \) is the gap between the BER performances for Gaussian noise with variances \( \sigma_G^2 \) and \( \sigma^2 \). Figure. (4.12) illustrates the BER performance of the optimum ST decoding (with and without NSI) versus \( \rho \) in impulse noise with different \( A \) and \( \Upsilon_1, \Upsilon_2 = 0.01 \) at an SNR of 45 dB. Additionally, we depict the performances of Gaussian noise with

![Figure 4.12: The BER performance of the optimum ST decoding versus the correlation coefficient \( \rho \) for a 2 \times 2 MIMO system at an SNR = 45 dB](image)

variances \( \sigma_G^2 \) and \( \sigma^2 \) as references. We observe that the performance gaps between the Gaussian limit (with variance \( \sigma^2 \)) and MCA noise is proportional to \( \left( 1 + \frac{1}{A(1 + \Upsilon)^2} \right)^2 \). This explains the performance limitation of OSTBC in impulse noise, which is further increased
by the number of transmit antennas, $N_T$. However, we observe that the BER performances improve only with increasing $\rho$, which is in agreement with (4.80). It is worth mentioning that the dependency of the performance gap on impulse noise parameters $A$ and $\Upsilon$ can be removed in the case of a single receive antenna. For $N_R = 1$, (4.76) can be given as

$$G_{ST} = \left( E_{m_{nD}} \left\{ \sigma^2_{m_{nD}} \right\} \right)^{N_T} = (\sigma^2)^{N_T}. \quad (4.81)$$

Therefore, the performance gap of OSTBC does neither depend on $A$ nor on $N_T$, and hence, the performance of the optimum ST decoding in impulse noise approaches the Gaussian limit (with variance $\sigma^2$) at high SNRs.

### 4.3.2 Approximately Optimum Receiver Metrics

The ML decoding of OSTBC in Gaussian noise leads to an MD decoder. However, when it comes to MCA noise, we observe that the optimum ST decoding metric in (4.60) cannot be further simplified. We hence again employed a threshold detection scheme to estimate the noise states $m_{nD}$ for different time slots. Thus, similar to (4.50), the noise state $m_{nD}$ can be extracted from the received vector $y_{nD}$ during the $n_D$th time slot as

$$\tilde{m}_{y_{nD}|c_{nD}} = \begin{cases} 0 & \text{if } (y_{nD} - \sqrt{\frac{E_b}{N_T}} H c_{nD})^H M (y_{nD} - \sqrt{\frac{E_b}{N_T}} H c_{nD}) \leq d^2, \\ 1 & \text{otherwise}, \end{cases} \quad (4.82)$$

where $M = \Sigma_0^{-1} - \Sigma_1^{-1}$ and $d^2 = 2 \log \left( \frac{\alpha_{01}}{\alpha_{11} |\Sigma_0|} \right)$. Using this estimate, the ML metric in (4.60) can be approximated as follows:

$$\hat{C}_{ML} \approx \arg \min_{\mathbf{C}} \sum_{n_D=1}^{N_D} \left| L_{m_{y_{nD}|c_{nD}}}^H y_{nD} - \sqrt{\frac{E_b}{N_T}} L_{m_{y_{nD}|c_{nD}}}^H c_{nD} \right|^2 - \sum_{n_D=1}^{N_D} \log \left( \frac{\alpha_{0m_{y_{nD}|c_{nD}}}}{\Sigma_{m_{y_{nD}|c_{nD}}}} \right). \quad (4.83)$$

From (4.64) and (4.83), we note that the difference between the optimum decoding metric (under perfect NSI) and the approximate ML metrics is the bias term, which depends on the noise state estimate at the $n_D$th time slot. To assess this approximation, we simulated the BER performance of the approximate ML metric and the optimum ST decoding of OSTBC in different impulse noise environments. Figure (4.13) depicts the BER results of the $2 \times 2$ MIMO system in spatially uncorrelated MCA noise with different $A$ and $\Upsilon_{1,2} = 0.01$. We observe that the approximate ML decoder offers similar performances to the optimum ST decoder for different impulse noise environments. Moreover, we note that, at high SNRs, there is a gap in the SNR between of the performances of OSTBC in
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impulse noise and Gaussian noise (with variance $\sigma^2$). We observe that this gap increases as $A$ decreases, which is consistent with the performance loss of the optimum ST decoding. To deduce the performance loss of multiple-antenna systems with $N_R = 1$, we simulate the BER of a $2 \times 1$ multiple-input single-output (MISO) system in the presence of MCA noise. Figure (4.14) depicts the BER performances of the optimum and approximate ML decoding schemes in impulse noise with different $A$ and $\Upsilon_{1,2} = 0.01$. We observe that, at high SNRs, the achievable performances in impulse noise with different $A$ approach those of Gaussian noise with variance $\sigma^2$, which is in agreement with (4.81).

4.4 Conclusion

In this chapter, we investigated the optimum combining schemes for time and spatial diversity of wireless communication systems in the presence of fading and impulse noise. Analytically, we evaluated an expression for the upper performance bound of the optimum detectors for time diversity, multiple antenna systems, and space-time coding in Rayleigh fading and MCA noise. To simplify the analysis, we assume perfect knowledge of noise states, which leads to tractable upper performance bounds. For time diversity, we showed that the performance of the optimum detector in impulse noise with variance $\sigma^2$ is upper-bounded by those of Gaussian noise with variance $\sigma^2$. However, for multiple antenna

Figure 4.13: BER Performance of the optimum ST decoding for a $2 \times 2$ MIMO system in impulse noise
systems, we showed that the upper performance bound of the optimum detector in spatially coupled impulse noise is limited by the impulsiveness of the noise. Moreover, we indicated how this limitation increases significantly with the numbers of transmit and receive antennas. One interesting conclusion to be drawn from this chapter is that the limitation of MIMO systems in impulse noise can be reduced by using a single receive antenna, i.e., MISO systems. Then, increasing the number of transmit antennas will not reduce the performance improvements of the optimum detector in different impulse noise environments.
Chapter 5

Multicarrier Systems in Impulse Noise

Our treatment of impulse noise up to this point has been focused on a single-carrier systems involving dimensions in time and space. In this chapter, we shift the focus to multicarrier systems in the presence of impulse noise. We consider several detection schemes of OFDM signals corrupted by MCA noise, such as an optimum detector, a conventional receiver, and a nonlinear detector. To investigate the error probability of the optimum detector, we assume that the noise states of MCA noise are available at the receiver. Under this assumption, we show that the performance of the optimum detector in different impulse noise environments approaches the impulse-free limit as the number of subcarriers increases. To realize such performances, we introduce a lattice decoder along with sparse Bayesian learning (SBL) to implement the optimum detector for OFDM systems in impulse noise.

5.1 Detection Techniques

Impulse noise often appears in the form of short pulses, which can be assumed very short compared with the duration of an OFDM symbol. Since the spectrum of MCA noise is comparable to the bandwidth of the OFDM system, all subcarriers are impaired by impulse noise. This explains the limited performance of the conventional OFDM system in strong impulse noise. There are several signal processing methods to mitigate the effect of impulse noise in OFDM systems [37, 41, 42, 49, 51, 52]. Those methods can be classified according to impulse noise suppression either in time or frequency. In a time-
domain approach, impulse noise cancellation is implemented before OFDM demodulation such as a clipping and a blanking nonlinearity \cite{37, 41, 52}. However, this approach has the disadvantage that it cancels the desired OFDM signal together with the impulse noise, which degrades the system performance. In frequency-domain, there are several algorithms for compensating the effect of impulse noise after OFDM demodulation \cite{42, 49}. However, none of these methods realizes an optimum detection of the OFDM signal corrupted by impulse noise. In this section, we consider the optimum detection scheme of OFDM signals in impulse noise. Thus, we consider a multicarrier system with $N$ subcarriers. The transmitted OFDM symbol $x = [x_0, x_1, \cdots, x_{N-1}]^T$ can be generated via an IDFT matrix as follows:

$$x = W_N^H s,$$

where $W_N^H$ is the IDFT matrix and $s \in \mathbb{C}^{N \times 1}$ is the column vector of information symbols taken from a complex constellation set. As in (1.49), the received OFDM symbol after the CP removal is given by

$$y = \sqrt{E_b} \bar{H}x + z,$$

where $\bar{H} \in \mathbb{C}^{N \times N}$ is a circulant convolution channel matrix of i.i.d. complex Gaussian entries and $z \in \mathbb{C}^{N \times 1}$ denotes the complex-valued MCA noise vector. Since the samples of $z$ are statistically independent, the noise vector $z = [z_0, \cdots, z_{N-1}]^T$ can be modeled as

$$p_z(z) = \prod_{n=0}^{N-1} \sum_{m_n=0}^{\infty} \frac{\alpha_{m_n}}{2\pi \sigma_{m_n}^2} e^{-|z_n|^2/2\sigma_{m_n}^2},$$

where $\sigma_{m_n}^2 = \sigma_G^2 + \frac{m_n}{A} \sigma_I^2$. $m_n, n = 0, \cdots, N-1$, represents the NSI of the received noise vector $z$. $\alpha_{m_n}$ is the Poisson distribution of a noise state $m_n$ for the $n^{th}$ noise observation, $z_n$. In the following, we introduce the optimum receiver design for OFDM systems in the presence of MCA noise. Then, we discuss two suboptimum detectors such as a zero-forcing detector and a minimum mean-square error detector.

### 5.1.1 The Optimum Detector

We assume that the channel matrix $\bar{H}$ is known at the receiver. Moreover, we further assume that the noise statistics $A$ and $\Upsilon$ are perfectly estimated from the received samples \cite{53}. From (5.3), the joint PDF of the received signal vector, $y$, conditioned on the transmitted information symbol, $s_0$, is given by

$$p(y|s_0) = \prod_{n=0}^{N-1} \sum_{m_n=0}^{\infty} \frac{\alpha_{m_n}}{2\pi \sigma_{m_n}^2} e^{-|y_n - \sqrt{E_b} \bar{H}x_0 W_N^H s_0|^2/2\sigma_{m_n}^2},$$

(5.4)
where \( \hat{h}_n \) is the \( n \)th row vector of the circulant channel matrix \( \hat{H} \). The optimum detector selects the sequence, \( \hat{s}_0 \), that maximizes this quantity as

\[ \hat{s}_{ML} = \arg \max_s \prod_{n=0}^{N-1} \sum_{m_n=0}^{\infty} \alpha_{m_n} e^{-\frac{|y_n - \sqrt{E_b} \bar{h}_n W_N^H s|^2}{2 \sigma_{m_n}^2}}. \] (5.5)

For antipodal information sequences, the optimum detector should search over \( 2^N \) possible choices of the bits in the received signal vector \( y \). Under perfect knowledge of the NSI, \( m_n, n = 0, \cdots, N-1 \), the likelihood functions, \( p(y|s) \), reduce to a conditional \( N \)-dimensional complex Gaussian PDF as follows:

\[ p(y|s, m_n) = \frac{1}{(2\pi)^N |\Sigma_z|} e^{-\frac{1}{2} (y - \sqrt{E_b} \bar{h} W_N^H s)^H \Sigma_z^{-1} (y - \sqrt{E_b} \bar{h} W_N^H s)}. \] (5.6)

Since the noise observations are statistically independent, the covariance matrix \( \Sigma_z \) is given by \( \Sigma_z = \text{diag}[\sigma_{m_0}^2, \cdots, \sigma_{m_{N-1}}^2] \). For \( \Sigma_z^{-1} = LL^H \), the ML estimate of \( s_0 \) leads to

\[ \hat{s}_{ML} = \arg \min_s \left| L^H y - \sqrt{E_b} L^H \bar{H} W_N^H s \right|^2, \] (5.7)

which searches over all possible information symbols to select a closest signal vector \( \hat{s}_0 = \hat{s}_{ML} \) to the received vector \( L^H y \). Therefore, the optimum detector that assumes perfect NSI requires the same exhaustive searching process as in (5.5). However, the minimum distance (MD) metrics in (5.7) can lead to a tractable performance evaluation of the optimum detector for multicarrier systems in impulse noise.

### 5.1.2 Suboptimum Detectors

As a suboptimum solution, there are two well-known criteria to minimize (5.7). One is a zero-forcing (ZF) criterion and the other is a mean-squared error (MSE) criterion. The ZF solution provides a linear estimate of \( s_0 \), which minimizes the MD metric defined as

\[ \Lambda(s) = \left| L^H y - \sqrt{E_b} L^H \bar{H} W_N^H s \right|^2. \] (5.8)

This metric can easily be minimized with respect to \( s \), which yields

\[ \hat{s}_{ZF} = \frac{1}{\sqrt{E_b}} W_N \bar{H}^{-1} y, \]
\[ = s_0 + \frac{1}{\sqrt{E_b}} W_N \bar{H}^{-1} z. \] (5.9)
From (5.9), we observe that the ZF detector applies a DFT matrix after eliminating the channel matrix $\hat{H}$. This leads to a conventional OFDM detector, which has a limited performance in strong impulse noise ($\Upsilon < 1$). In the MSE criterion, we provide an estimate of the OFDM symbol $x$, which minimizes the mean square value of the error

$$J(x) = E \left[ |\sqrt{E_b} \hat{H} x - A y|^2 \right], \quad (5.10)$$

where $A$ is a transformation matrix. The optimum choice of $A$ that minimizes $J(x)$ is

$$A = \left( \sigma_s^2 I_N \left( \sigma_s^2 I_N + \Sigma_z \right)^{-1} \right), \quad (5.11)$$

where $\sigma_s^2 = E \sum_{l_p=0}^{L_p-1} |h_{l_p}|^2$. Hence, the MMSE estimate $\hat{x}_{\text{MSE}}$ follows as

$$\hat{x}_{\text{MSE}} = \left( \sigma_s^2 I_N \left( \sigma_s^2 I_N + \Sigma_z \right)^{-1} \right) y. \quad (5.12)$$

We observe from (5.12) that the MMSE solution requires perfect knowledge of $\Sigma_z$, which depends on the noise states, $m_n$. Since $\Sigma_z$ is a diagonal matrix, the MMSE estimate of the $n$th observation is $\hat{x}_n = \frac{\sigma_s^2}{\sigma_s^2 + \sigma_{m_n}^2} y_n$. For impulse noise with two states, i.e., $m_n = 0$ for Gaussian noise and $m_n = 1$ for impulse, we have

$$\hat{x}_n = \begin{cases} \frac{\sigma_s^2}{\sigma_s^2 + \sigma_0^2} y_n & \text{if } m_n = 0, \\ \frac{\sigma_s^2}{\sigma_s^2 + \sigma_1^2} y_n & \text{if } m_n = 1. \end{cases} \quad (5.13)$$

Thus, the received OFDM observations are scaled according to the variances of the received noise. Since $\sigma_1^2 >> \sigma_0^2$ for $\Upsilon < 1$, the MMSE solution can be approximated by a blanking nonlinearity [39] as follows:

$$\hat{x}_n \approx \begin{cases} y_n & \text{if } m_n = 0, \\ 0 & \text{if } m_n = 1. \end{cases} \quad (5.14)$$

which justifies the widespread use of the blanking nonlinearities in multicarrier systems to mitigate the effects of impulse noise.

### 5.2 Performance Analysis of the Optimum Detector

Due to the lattice structure of the IDFT transform, the optimum detector is equivalent to determine the ML estimate of a lattice point $\hat{x}_{\text{ML}}$ from the received OFDM symbol $y$ in the
\[\begin{align*}
N\text{-dimensional lattice space. Figure 5.1 illustrates the lattice space of the transmitted OFDM symbols using a two-dimensional IDFT transform for binary PSK information signals. To show how the decision regions of the optimum detector look like in the lattice space, we assume that the detector decides between two lattice points \( x_i \) and \( x_j \). Under no knowledge of the NSI, the optimum detector should estimate the noise states, \( m_n, \forall n \), from the received OFDM samples \( y_n \). Under each lattice point, the NSI can be estimated as 
\[\hat{m}_{n|x_{i,j}} = \begin{cases} 
0 & \text{if } |y_n - \sqrt{E_b} \bar{h}_n x_{i,j}|^2 \leq d_1^2, \\
1 & \text{if elsewhere}, 
\end{cases}\] 
\text{(5.15)}
\]
where \( d_1 = \sqrt{\frac{2\sigma_1^2\sigma_0}{\sigma_1^2 - \sigma_0^2}} \log \frac{\alpha_0\sigma_0^2}{\alpha_1\sigma_1^2} \). This means the NSI seen by each lattice point \( x_i \) and \( x_j \) are not necessarily identical. Then, the likelihood functions, \( p(y|x_{i,j}, \hat{m}_{n|x_{i,j}}) \), can be given as 
\[p(y|x_{i,j}, \hat{m}_{n|x_{i,j}}) = \frac{1}{(2\pi)^N|\Sigma_{z|x_{i,j}}|} e^{-\frac{1}{2}(y-\sqrt{E_b} \bar{h}_n x_{i,j})^H \Sigma_{z|x_{i,j}}^{-1}(y-\sqrt{E_b} \bar{h}_n x_{i,j})},\] 
\text{(5.16)}
where \( \Sigma_{z|x_{i,j}} = \text{diag}[\sigma_0^2, \ldots, \sigma_{m_{N-1|x_{i,j}}}^2] \) are the covariance matrices conditioned on the noise state estimates \( \hat{m}_{n|x_{i,j}} \). For equally likely lattice points, the optimum decision regions between the lattice points \( x_i \) and \( x_j \) can be derived as 
\[\log (p(\hat{m}_0|x_j, \ldots, \hat{m}_{N-1|x_j})p(y|x_i, \hat{m}_{n|x_i})) = \log (p(\hat{m}_0|x_j, \ldots, \hat{m}_{N-1|x_j})p(y|x_j, \hat{m}_{n|x_j})) \]. 
\text{(5.17)}
Since the noise states are independent and \( p(\hat{m}_{n|x}) \) is given by \( \alpha_{\hat{m}_{n|x}} \), the joint PDF \( p(\hat{m}_0|x, \ldots, \hat{m}_{N-1|x}) \) cab be expressed as \( \prod_{n=0}^{N-1} \alpha_{\hat{m}_{n|x}} \). Therefore, by substituting (5.16)
in (5.17), we have
\[
y^H (\Sigma^{-1}_{z|x_j} - \Sigma^{-1}_{z|x_i}) y + 2\sqrt{E_b} \Re \{ (x_i^H \tilde{H}^H \Sigma^{-1}_{z|x_i} - x_j^H \tilde{H}^H \Sigma^{-1}_{z|x_j}) y \} \\
- E_b (x_i^H \tilde{H}^H \Sigma^{-1}_{z|x_i} \tilde{H} x_i - x_j^H \tilde{H}^H \Sigma^{-1}_{z|x_j} \tilde{H} x_j) = 2 \sum_{n=0}^{N-1} \log \left( \frac{\sigma^2_{\hat{m}_{n|x_i}} \sigma_{\hat{m}_{n|x_j}}}{\sigma^2_{\hat{m}_{n|x_i}} \sigma_{\hat{m}_{n|x_j}}} \right),
\]
which depicts the nonlinear decision regions for \( x_i \) and \( x_j \) in the \( N \)-dimensional lattice space. The decision region in (5.18) leads to an intractable performance evaluation of the optimum detector for multicarrier systems in impulse noise. However, under perfect knowledge of the noise states, we have \( \Sigma_{z|x_i,j} = \Sigma_z \) and \( \alpha_{m_n} = 1 \). Hence, the decision region in (5.18) reduces to
\[
2 \sqrt{E_b} \Re \{ (x_i - x_j)^H \tilde{H}^H \Sigma_{z}^{-1} y \} - E_b (x_i^H \tilde{H}^H \Sigma^{-1}_{z|x_i} \tilde{H} x_i - x_j^H \tilde{H}^H \Sigma^{-1}_{z|x_j} \tilde{H} x_j) = 0.
\]
The decision boundary in (5.19) depicts an affine hyperplane in the \( N \)-dimensional lattice space. It is worth mentioning that, in the absence of impulse noise, i.e., \( \Sigma_z = \sigma^2_G I_N \), the affine hyperplane is further reduced to
\[
2 \sqrt{E_b} \Re \{ (x_0 - x_1)^H \tilde{H}^H \Sigma_{z}^{-1} y \} = 0,
\]
which represents a set of linear equations of that goes through the origin. This justifies why the DFT transformation is optimum for OFDM signals corrupted by Gaussian noise.

In the following, we use (5.19) to evaluate the PEP between the lattice points \( x_i \) and \( x_j \). Then, we introduce the asymptotic probability of error for the optimum detector of a multicarrier system in impulse noise.

### 5.2.1 Pairwise Error Probability

From (5.19), the optimum decision rule can be expressed as
\[
\Re \{ (x_i - x_j)^H \tilde{H}^H \Sigma_{z}^{-1} y \} - \sqrt{\frac{E_b}{4}} (x_i^H \tilde{H}^H \Sigma_{z}^{-1} \tilde{H} x_i - x_j^H \tilde{H}^H \Sigma_{z}^{-1} \tilde{H} x_j) \geq 0.
\]
Under perfect knowledge of \( \tilde{H} \) and \( m_n, \forall n \), supposing \( x_i \) was sent, the decision variable in (5.21) reduces to
\[
\chi_{MC} = \Re \{ (x_i - x_j)^H \tilde{H}^H \Sigma_{z}^{-1} z \} + \sqrt{\frac{E_b}{4}} (x_i - x_j)^H \tilde{H}^H \Sigma_{z}^{-1} \tilde{H} (x_i - x_j) \geq 0.
\]
The PEP is simply the probability that $\chi_{MC}$ is less than zero. The decision variable, $\chi_{MC}$, is Gaussian with mean

$$\mu_{\chi_{MC}} = \sqrt{\frac{E_b}{4}} (x_i - x_j)^H \bar{H}^H \Sigma_z^{-1} \bar{H} (x_i - x_j),$$  \hspace{1cm} (5.23)$$

and variance

$$\sigma^2_{\chi_{MC}} = (x_i - x_j)^H \bar{H}^H \Sigma_z^{-1} \bar{H} (x_i - x_j).$$  \hspace{1cm} (5.24)$$

Hence, the conditional PEP can be computed as

$$P(x_i \rightarrow x_j | \bar{H}, m_n) = Q \left( \frac{\mu_{\chi_{MC}}}{\sigma_{\chi_{MC}}} \right),$$  \hspace{1cm} (5.25)$$

where

$$d^2(x_i, x_j, m_n) = \sum_{n=0}^{N-1} \frac{|x_{i,n} - x_{j,n}|^2}{1 + \frac{m_n}{\Lambda_T}}.$$  \hspace{1cm} (5.27)$$

Using the Chernoff bound, (5.26) can be upper-bounded as

$$P(x_i \rightarrow x_j | h_0, m_n) \leq \frac{1}{2} \exp \left( - \frac{E_b}{8\sigma_G^2} |h_0|^2 d^2(x_i, x_j, m_n) \right).$$  \hspace{1cm} (5.28)$$

Since $|h_0|$ is a Rayleigh-distributed random variable, $|h_0|^2$ has a chi-square probability distribution with two degrees of freedom. Thus, we have

$$p(|h_0|^2) = \frac{1}{\bar{h}} \exp \left( - \frac{|h_0|^2}{\bar{h}} \right), \hspace{0.5cm} |h_0|^2 \geq 0,$$  \hspace{1cm} (5.29)$$

where $\bar{h} = E\{|h_0|^2\}$ denotes the average power of the channel. We average the conditional PEP, given in (5.28), over the PDF of $|h_0|^2$ as follows:

$$P(x_i \rightarrow x_j | m_n) = \int_{0}^{\infty} P(x_i \rightarrow x_j | h_0, m) p (|h_0|^2) d|h_0|,$$

$$\leq \frac{1}{2} \frac{E_b}{8\sigma_G^2} d^2(x_i, x_j, m_n).$$  \hspace{1cm} (5.30)$$
At high SNR, the right-hand side of (5.30) can be approximated as

\[ P(x_i \rightarrow x_j | m_n) < \left( \frac{E_b}{\sigma_G^2} \right)^{-1} \frac{4}{d^2(x_i, x_j, m_n)}. \] (5.31)

By averaging (5.31) over the noise state probabilities, \( \alpha_{m_n} \), the upper bound of the PEP is

\[ P(x_i \rightarrow x_j) < \left( \frac{E_b}{\sigma_G^2} \right)^{-1} \sum_{m_0=0}^{\infty} \cdots \sum_{m_{N-1}=0}^{\infty} \frac{4 \prod_{n=0}^{N-1} \alpha_{m_n}}{d^2(x_i, x_j, m_n)}. \] (5.32)

From (5.32), we observe that the upper bound of the PEP performance consists of two terms. The first term decreases inversely with the SNR, \( E_b/2\sigma_G^2 \). The second term depends on the parameters of the MCA noise.

### 5.2.2 Upper Performance Bound

We assume a binary PSK modulation scheme for the information symbols \( s \). Using the union bound, the probability of error is upper-bounded by

\[ P_e \leq \frac{1}{2^N} \sum_{i=0}^{2^{N-1}} \sum_{j=0}^{2^{N-1}} \frac{n_d(i, j)}{N} P(x_i \rightarrow x_j), \] (5.33)

where \( n_d(i, j) \) is the number of bit errors when the symbol \( x_i \) is erroneously detected as a symbol \( x_j \). We first assess the asymptotic probability of error for the optimum detector in Gaussian noise with variance \( \sigma_G^2 = \sigma_0^2 \). In the absence of impulse noise, i.e., \( m_n = 0, \forall n \), the linear decision boundaries in (5.20) divides the lattice space (in two-dimensional lattices) into 4 symmetric decision regions as illustrated in Fig. 5.2. Accordingly, \( d^2(x_i, x_j, m_n) \), for \( m_n = 0 \), reduces to the Euclidean squared distance between the corresponding signal points, \( (s_i - s_j)^H (s_i - s_j) \). Therefore, the probability of error is upper-bounded by summing the PEPs of nearest-neighbor (Euclidean) lattice points as

\[ P_e < \left( \frac{E_b}{\sigma_G^2} \right)^{-1} \frac{1}{2^N} \sum_{i=0}^{2^{N-1}} \sum_{j=1, j \neq i}^{N} \frac{n_d(i, j)}{N} \frac{4}{d_{\text{min}}^2(x_i, x_j)}, \] (5.34)

where \( d_{\text{min}}^2(x_i, x_j) \) denotes the minimum Euclidean distance and \( N_i \) is the number of neighboring lattice points for the point \( x_i \). Since \( d_{\text{min}}^2(x_i, x_j) = 4 \) and \( N_i = N \) for binary
PSK, (5.34) is further reduced to

\[ P_e < \left( \frac{E_b}{\sigma_G^2} \right)^{-1}, \]  

(5.35)

which provides the upper performance bound of the optimum detector in Gaussian noise. However, in the presence of impulse noise, we observe in (5.19) that the optimum detector modifies the decision boundaries according to the noise states of received impulse noise vector \( z \). In the one hand, when the noise states of \( z_n, n = 0, \ldots, N-1 \), are identical, i.e., \( \Sigma_z = \sigma_m^2 I_N \), the decision boundaries reduce to a set of linear equations as in Fig. 5.2 for \( N = 2 \). On the other hand, when the noise states are not identical, the optimum decision boundaries illustrate an affine hyperplane to cope with the effects of impulse noise. In Fig. 5.3, we depict the decision boundaries given in (5.19) for a two-dimensional received signal, \( y = [y_0 \ y_1]^T \), corrupted by impulse noise. Figures 5.3a and 5.3b, show the decision boundaries of the received signal corrupted by impulse noise with the noise states \([m_0 = 1, m_1 = 0]\) and \([m_0 = 0, m_1 = 1]\), respectively. We observe that the probability of error is dominated by the PEPs of lattice points that fall on the direction of impulse noise. Thus, considering only the nearest-neighbor lattice points will not be correct for the upper performance bound in the presence of impulse noise. In (5.32), we note that \( P(x_i \rightarrow x_j) \) is directly proportional to

\[ G(x_i, x_j) = \sum_{m_0=0}^{\infty} \cdots \sum_{m_{N-1}=0}^{\infty} \frac{4^{N-1}}{d^2(x_i, x_j, m_n)} \cdot \alpha_{m_n}. \]  

(5.36)
The probability of error of the optimum detector in impulse noise is upper-bounded by summing the PEPs of maximum $G(x_i, x_j)$, $\forall i$ and $\forall j$, as

$$P_e < \left( \frac{E_b}{\sigma_G^2} \right)^{-1} \sum_{m_0=0}^{2^N-1} \sum_{i=0}^{M_i} \frac{n_d(i, j)}{N} G_{\text{max}}(x_i, x_j), \quad (5.37)$$

where $G_{\text{max}}(x_i, x_j)$ represents the maximum value of (5.36), $\forall i$ and $\forall j$. $M_i$ is the number of lattice points of maximum $G(x_i, x_j)$ for the point $x_i$. To investigate the probability of error for different number of subcarriers $N$, we first consider a single-carrier case. For $N = 1$, the expression in (5.37) reduces to

$$P_e < \left( \frac{E_b}{\sigma_G^2} \right)^{-1} \sum_{m_0=0}^{\infty} \alpha_{m_0} \left( 1 + \frac{m_0}{A\Upsilon} \right),$$

$$< \left( \frac{E_b}{\sigma_G^2} \right)^{-1} \left( 1 + \frac{1}{\Upsilon} \right). \quad (5.38)$$

The single-carrier systems in impulse noise is limited by a factor $G_{MC} = (1 + \frac{1}{\Upsilon})$, which increases as $\Upsilon$ decreases. For $N = 2$, we observe in Fig. 5.3 that the probability of error is dominated by $P(x_0 \rightarrow x_3)$ and $P(x_2 \rightarrow x_1)$ due to the presence of impulse noise. Since
\[ d^2(x_0, x_3, m_n) = \frac{8}{1 + \frac{m_n}{A\Upsilon}} \] and \( n_d(0, 3) = 2 \), (5.37) can be rewritten as

\[
\begin{align*}
P_e &< \left( \frac{E_b}{\sigma_G^2} \right)^{-1} \sum_{m_0=0}^{\infty} \sum_{m_1=0}^{\infty} \frac{4\alpha_{m_0}\alpha_{m_1}}{8/(1 + \frac{m_n}{A\Upsilon})}, \\
&< \left( \frac{E_b}{\sigma_G^2} \right)^{-1} \left( \frac{1}{1 + \frac{1}{\Upsilon}} \right) \frac{G_{MC}}{2}.
\end{align*}
\] (5.39)

This result shows that the performance loss, \( G_{MC} \), is reduced by a factor of 2. However, in the case of OFDM systems with \( N > 2 \), it is not clear how the performance loss, \( G_{MC} \), is reduced as \( N \) increases. To assess the performance improvements of the optimum detector in different impulse noise environments, we used a Monte Carlo simulation to compute \( G_{MC} \) at various number of subcarriers. In Fig. 5.4, we illustrate \( G_{MC} \) versus the number of subcarriers, \( N \), for MCA noise with different \( A \) and \( \Upsilon = 0.01 \). Additionally, we depict the single-carrier limits in Gaussian noise with \( \sigma_G^2 \) and \( \sigma^2 = \sigma_G^2(1 + \frac{1}{\Upsilon}) \) as references. The shown results indicate that the optimum detector of multicarrier systems yields a significant reduction in \( G_{MC} \) as \( N \) increases. Furthermore, we note that \( G_{MC} \) obtained for impulse noise with equal Gaussian factors, \( \Upsilon \), reduces significantly as the average rate of impulses, \( A \), decreases. To examine the performance improvement of the optimum multicarrier detector in different conditions of impulse noise, we compute \( G_{MC} \) versus \( N \) for impulse noise with various Gaussian factors. The results of the simulation
are depicted in Fig. 5.5 for impulse noise environments with \( A = 0.1 \) and different \( \Upsilon \). The shown results state an interesting point of the optimum detector for the multicarrier

![Graph showing the relationship between G_{MC} and the number of subcarriers for MCA noise with different \( \Upsilon \).](image)

Figure 5.5: \( G_{MC} \) versus the number of subcarriers for MCA noise with different \( \Upsilon \)

systems in strong impulse noise. We observe that the optimum detector in impulse noise with \( \Upsilon = 0.001 \) reduces the loss factor from \( 10^3 \) to 10 at for \( N = 8 \). In addition, we note that \( G_{MC} \) approaches the impulse-free limit as \( \Upsilon \) increases.

### 5.3 Optimum Detector Using Lattice Decoding

In the previous analysis, we showed how the optimum detector utilizes the lattice structure of the OFDM symbols (in time domain) to minimize the performance loss as the number of subcarriers increases. Herewith, we take a first step towards a practical realization of the optimum detector of OFDM signals in MCA noise.

#### 5.3.1 Lattice Sphere Decoding

We observe from (5.7) that the optimum decision rule is equivalent to finding the closest lattice point to a received point \( L^H y \). Thus, the lattice decoder [54] can be used to realize the implementation of the optimum detector under perfect knowledge of the NSI. The lattice decoder searches over all possible lattice points that lie within a sphere of radius
\( \beta_0 \) around the received point \( L^H y \). The sphere equation of the optimum detector can be expressed as

\[
\left| L^H y - G s \right|^2 \leq \beta_0 ,
\]

(5.40)

where \( G = \sqrt{E_b} L^H \bar{H} W^H_N \). The sphere equation in (5.40) requires perfect knowledge of the noise states \( m_n, n = 0, \ldots, N - 1 \), to compute \( \Sigma^{-1}_z = LL^H \). Thus, we first use perfect estimate of \( \Sigma_z \) to realize the performance improvements of the optimum detector. Using a QR decomposition, the matrix \( G \) can be factorized into a product of a unitary matrix \( Q \) and an upper triangular matrix \( R \). Thus, (5.40) reduces to

\[
\left| L^H y - QR s \right|^2 \leq \beta_0 ,
\]

\[
\left| Q^H L^H y - Q^H QR s \right|^2 \leq \beta_0 ,
\]

(5.41)

\[
\left| y' - Rs \right|^2 \leq \beta_0 ,
\]

which is equivalent to solving the following linear least squares problem

\[
\sum_{j=n}^{N-1} \left| y_j' - \sum_{i=j}^{N-1} R_{j,i} s_i \right|^2 \leq \beta_0 , \quad n = 0, \ldots, N - 1 ,
\]

(5.42)

which is the typical problem of the lattice (sphere) decoder for finding the closest signal vector that satisfies the above set of conditions in the order from \( n = N - 1 \) to \( n = 0 \). The searching algorithms of the lattice decoder can be implemented sequentially as in [54,55], or concurrently as in [56,57]. In the simulation results, we examine the performance of the \( K \)-best algorithm [56,57] of lattice decoding for multicarrier systems in impulse noise. As an illustration of the performance improvements of the optimum detector for multicarrier systems in the presence of impulsive interference. Figures 5.6, 5.7, and 5.8 depict the BER of the lattice decoder for BPSK-OFDM signals in a Rayleigh flat fading channel and MCA noise with \( A = 1, A = 0.1, \) and \( A = 0.01 \), respectively. For comparison, the performances obtained for a channel with Gaussian noise are also depicted as references. In Fig. 5.6, we observe that the results obtained for MCA noise with \( A = 1 \) and \( \Upsilon = 0.01 \) improve as the number of subcarriers, \( N \), increases. However, in moderate and strong impulse noise, figures. 5.7 and 5.8 show that the optimum detector approaches the impulse-free limit as \( N \) increases, which is in agreement with the results obtained in Fig. 5.4.
5.3. OPTIMUM DETECTOR USING LATTICE DECODING

Figure 5.6: The BER Performance of the sphere decoder for an BPSK-OFDM system in MCA noise with $A = 1$ and $\Upsilon = 0.01$.

Figure 5.7: The BER Performance of the sphere decoder for an BPSK-OFDM system in MCA noise with $A = 0.1$ and $\Upsilon = 0.01$. 
5. MULTICARRIER SYSTEMS IN IMPULSE NOISE

Figure 5.8: The BER Performance of the sphere decoder for an BPSK-OFDM system in MCA noise with $A = 0.01$ and $T = 0.01$

5.3.2 Noise Covariance Estimation

The results of the previous subsection assume perfect knowledge of the impulse noise covariance matrix $\Sigma_z$. To realize this assumption, we develop a sparse Bayesian learning (SBL) scheme [43, 44] with the lattice decoder for multicarrier systems in the presence of impulse noise. SBL treats impulse noise as a random sparse signal corrupted by Gaussian noise, which provides a reliable estimate of noise locations as well as noise amplitudes. Figure 5.9 illustrates a receiver structure of multicarrier systems in impulse noise using lattice decoding and SBL. We consider the $N$ subcarriers consisting of null subcarriers and data subcarriers. Since the received noise vector $z$ has two noise components $z_I$ and $z_F$ and

Figure 5.9: A receiver structure of multicarrier systems using lattice decoding and the SBL scheme
z_G, the received signal on the null subcarriers (after the DFT operation) can be given as

\[ Y_{NF} = W_{NF} z_I + V , \]  

(5.43)

where \( N_F \) is the number of null subcarriers. \( W_{NF} \) is an \( N_F \times N \) submatrix of \( W_N \) formed by selecting the rows of the null signal subspace. \( V = W_{NF} z_G \) is an \( N_F \times 1 \) Gaussian noise vector with zero mean and variance \( \sigma_G^2 \). Then, the conditional PDF of \( Y_N \), given \( z_I \) can be expressed as

\[ p(Y_{NF} | z_I) = \frac{1}{(2\pi \sigma_G^2)^{N_F}} e^{-\frac{1}{2} (Y_{NF} - W_{NF} z_I)^H (Y_{NF} - W_{NF} z_I) / \sigma_G^2} . \]  

(5.44)

For MCA noise, the entries of the impulse noise vector, \( z_I \), are Gaussian with zero mean and variance \( \frac{m_n / \kappa}{1+\tau} \sigma_G^2 \), \( n = 0, \cdots, N-1 \). Thus, the prior distribution of \( z_I \) can be given as

\[ p(z_I) = \frac{1}{(2\pi)^N |\Sigma_{z_I}|} e^{-\frac{1}{2} z_I^H \Sigma_{z_I}^{-1} z_I} , \]  

(5.45)

where the covariance matrix \( \Sigma_{z_I} \) is diagonal. Indeed, the diagonal elements of \( \Sigma_{z_I} \) are the variances of the elements of \( z_I \). According to [43, 44], the nonzero variances indicate the presence of impulse noise. From (5.44) and (5.45), the distribution of \( Y_{NF} \) is

\[ p(Y_{NF}) = \int p(Y_{NF} | z_I) p(z_I) dz_I , \]

\[ = \frac{1}{(2\pi)^{N_F} |\Sigma_{Y_{NF}}|} e^{-\frac{1}{2} Y_{NF}^H \Sigma_{Y_{NF}}^{-1} Y_{NF} / \sigma_G^2} , \]  

(5.46)

where \( \Sigma_{Y_{NF}} = \sigma_G^2 I_{N_F} + W_{NF} \Sigma_{z_I} W_{NF}^H \). Using Bayes’ rule, the posterior probability of \( z_I \) can be computed as

\[ p(z_I | Y_{NF}) = \frac{p(Y_{NF} | z_I) p(z_I)}{p(Y_{NF})} , \]

\[ = \frac{1}{(2\pi)^N |\Sigma|} e^{-\frac{1}{2} (z_I - \mu_I)^H \Sigma^{-1} (z_I - \mu_I) / \sigma_G^2} , \]  

(5.47)

where

\[ \Sigma = \left( \frac{1}{\sigma_G^2} W_{NF}^H W_{NF} + \Sigma_{z_I}^{-1} \right)^{-1} , \]  

(5.48)

and

\[ \mu_I = \frac{1}{\sigma_G^2} \Sigma W_{NF}^H Y_{NF} , \]  

(5.49)
are the posterior covariance and mean, respectively. We follow the SBL scheme in [43] to estimate $\Sigma_I$ that maximizes log $(p(Y_{\mathbb{N}}))$ as follows:

$$\Sigma_I = \Sigma + \mu_I\mu_I^H.$$  

(5.50)

The learning algorithm of the SBL scheme starts with an initial value of $\Sigma_I$ to compute the updates of the posterior statistics $\Sigma$ and $\mu_I$ from (5.48) and (5.48), respectively. The algorithm converges within a few iterations. Upon convergence, the current values of $\mu_I$ and $\Sigma_I$ yields an estimate of the sparse vector $\mathbf{z}_I$ and the covariance matrix $\Sigma_I$, respectively. Therefore, the estimate of the covariance matrix $\Sigma_z$ can be given by $\sigma^2_G I_N + \Sigma_I$. In the simulation results, we investigate the SBL algorithm with the sphere decoder for multicarrier systems in impulse noise. We assume a BPSK-OFDM system with $N = 64$ in the presence of MCA noise with $A = 0.1$ and 0.01. Since the SBL algorithm requires a set of null subcarriers, we limit the data subcarriers to 32 subcarriers. The SBL algorithm with two different numbers of nulled subcarriers is used, i.e., $N_F = 24$ and 32. For the purposes of comparison, we simulated the performances of a conventional OFDM detector in the same impulse noise environments. Figure 5.10 depicts the BER of the conventional OFDM detector and the sphere decoder employing the SBL algorithm for estimating impulse noise variances in a flat fading channel. Additionally, we illustrate

![Figure 5.10: The BER Performance of a sphere decoder employing the SBL scheme for estimating impulse noise variances](image)

the performance of the impulse-free channel as a reference. From this figure, we observe
that the SBL scheme with a sphere decoder provides much better performance than the conventional OFDM detector. In addition, we note that the SBL scheme with $N_F = 32$ improves the performance of the sphere decoder more than with $N_F = 24$. This was expected, since increasing $N_F$ improves the estimates of noise variances $\Sigma_z$. This improvement increases significantly when the noise becomes more sparse (decreasing $A$).

5.4 Conclusion

In this chapter, we considered different detection schemes for multicarrier systems in the presence of MCA noise. We investigated the optimum detector as well as the suboptimum detectors such as a conventional OFDM detector and a minimum mean square error detector. Under perfect knowledge of the NSI, we derived the upper performance bound of the optimum detector in impulse noise. The performance analysis showed that the performance loss due to impulse noise reduces significantly with the number of subcarriers. Therefore, we developed a lattice decoder to realize the optimum multicarrier detector in impulse noise. We further investigated the SBL scheme for estimating the NSI of MCA noise using null subcarriers. The simulation results showed that the lattice decoder with the SBL scheme approaches the impulse-free limit as the number of null subcarriers increases.
In this thesis, we have investigated modern detection schemes for binary signaling in fading channels with impulse noise. In particular, we provided a simple representation of a Middleton Class-A (MCA) model for impulse noise. This representation leads to suitable approximations of the optimum detection by determining noise states (Gaussian or impulsive) at the receiver. Diversity techniques were also considered, and the approximate MCA representation played an important role in finding and analyzing the optimum schemes for wireless communication systems utilizing time and space diversity. We also provided the optimum receiver design of orthogonal frequency division multiplexing (OFDM) systems in impulse noise. We found analytically that the OFDM system employing the optimum receiver appears to be the most effective method for significantly combating the effects of impulse noise.

The first portion of this work concentrated on analyzing and verifying the statistical properties of the MCA model for wireless impulse noise. Since MCA noise is characterized by very short pulses, we showed that temporal characteristics of impulse noise are dominated by the impulse response of a passband filter. Additionally, we presented a multivariate MCA distribution to model the spatial property of impulse noise for multi-antenna systems. The measurement results showed that the wireless interference at a 2.4 GHz band possesses the impulsive character of MCA noise. We observed that a few first terms of the MCA distribution are sufficient to fit the voltage histograms of the measured data. For multi-antenna systems, we verified the multivariate MCA distribution in modeling the received interference at different receive antennas. The measurements showed that the spatial properties of the received interference are in accordance with a correlated multivariate model of MCA noise with unequal Gaussian factors.
Second, we considered an optimum detection approach of binary signals corrupted by MCA noise. We introduced a simplified MCA model to derive a closed-form approximation of nonlinear operations of the optimum detector. The simplified MCA model uses a threshold detection scheme to determine the noise states of impulse noise. We observed that the optimum detector applies two different nonlinearities on the received signal observations according to signal levels with respect to a detection threshold of impulse noise. Thus, at a low signal-to-noise ratio (SNR), we showed that the optimum nonlinearities provide an impulse-free performance as the number of observations increases. However, at a high SNR, the performance of the optimum detector approaches the one of a linear detector in impulse noise. For two received observations, we used the simplified MCA model to introduce a decision boundary evaluation of the optimum detector in MCA noise. This investigation explains the nonlinearity behaviors the optimum detector in different impulse noise environments. We further used the approximate nonlinearities to evaluate the operations of suboptimum nonlinearities such as a locally optimum and a clipping nonlinearity. We then studied a linear approximation of the optimum nonlinearities, which introduces new suboptimum detectors such as a piecewise linear detector and a clipping-like detector. The simulation results showed that the proposed approximations provide a near performance to the optimum detector for different impulse noise environments.

In the third part, we investigated time and space diversity techniques for wireless communication systems in the presence of fading and impulse noise. Under perfect knowledge of noise states, we analytically evaluated an upper performance bound of the optimum detectors for time and spatial diversity in Rayleigh fading and MCA noise. At high SNRs, we showed that the performance of the optimum detector for time diversity is limited by the Gaussian factor (a ratio of Gaussian noise power to impulse noise power) of impulse noise. However, the asymptotic performance of the optimum detector for receive diversity is further limited by the impulsive index (average rate of impulses) of MCA noise. Moreover, for transmit/receive diversity, we showed that the performance limitation of orthogonal space-time block coding (OSTBC) increases significantly with the numbers of transmit and receive antennas. To realize the assumption of perfect noise state information (NSI), we applied the herein simplified MCA model to provide a closed-form approximation of the optimum detection method for time diversity, receive diversity, and OSTBC schemes. Simulation results showed that the performance of the approximate optimum detectors approach the optimum one for different environments of impulse noise.

Lastly, we investigated the optimum receiver design for multicarrier systems in fading
and MCA noise. Under perfect knowledge of the NSI, we showed that the optimum detector of OFDM signals reduces to a lattice decoder. The performance analysis of the optimum detector with perfect NSI showed that the performance limitation of OFDM signals in impulse noise is reduced significantly with increasing the number of subcarriers. In particular, the performances approach the impulse-free limit for impulse noise with a small rate of impulses. This differs from the time and space diversity schemes whose performances are limited by the impulsive index and the Gaussian factor of MCA noise. To realize the NSI at the receiver, we investigated sparse Bayesian learning (SBL) to estimate the noise states using a set of nulling subcarriers. We then proposed a sphere decoding with SBL to realize the optimum OFDM receiver. The presented simulation results showed that the proposed implementation approaches the optimum performance as the number of nulling subcarriers increases.
List of Mathematical Symbols

- **A**: impulsive index of MCA noise
- **C**: space-time code matrix
- **c_{n_D}**: $n_D$th column vector of **C**
- **d_0**: threshold for discriminating impulse noise and Gaussian noise
- **d_1**: threshold for discriminating the noise states of baseband impulse noise
- **g(\cdot)**: optimum nonlinearity operation
- **H**: MIMO channel matrix
- **\tilde{H}**: circulant convolution channel matrix
- **h_{n_D}**: fading coefficient for the $n_D$th time slot
- **h_{n_R}**: fading coefficient for the $n_R$th receive antenna
- **\tilde{h}**: first column vector of **\tilde{H}**
- **m**: noise state information
- **N**: number of received observations
- **N_D**: number of time slots
- **N_R**: number of receive antennas
- **N_T**: number of transmit antennas
- **N_F**: number of nulled subcarriers
- **P_e**: error probability
- **p_w(w)**: probability density function of real impulse noise
- **p_z(z)**: probability density function of complex impulse noise
- **\Sigma_{m}**: covariance matrix of MCA noise for the $m$th noise state
- **\sigma^2_G**: variance of Gaussian noise
- **\sigma^2_I**: variance of impulse noise
- **\sigma^2**: average noise variance of an MCA model
- **\sigma^2_m**: noise variance of the $m$th noise state
- **\Upsilon**: Gaussian factor of an MCA model
- **W^H_N**: inverse DFT matrix
- **W_N**: DFT matrix
- **w(t)**: passband impulse noise process
- **x**: OFDM symbol
- **Y**: received vector after a DFT operation
- **y_k**: $k$th received observation
- **y_{n_D}**: received signal for the $n_D$th time slot
- **y_{n_R}**: received signal for the $n_R$th receive antenna
\( z(t) \) baseband impulse noise process
\( \mathbf{z}_{n_D} \) noise vector for the \( n_D^{th} \) time slot
\( \mathbf{z}_{n_R} \) noise vector for the \( n_R^{th} \) receive antenna
### List of Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWGN</td>
<td>additive white Gaussian noise</td>
</tr>
<tr>
<td>BER</td>
<td>bit-error ratio</td>
</tr>
<tr>
<td>BPF</td>
<td>bandpass filter</td>
</tr>
<tr>
<td>BPSK</td>
<td>binary phase shift keying</td>
</tr>
<tr>
<td>CCDF</td>
<td>complementary cumulative distribution function</td>
</tr>
<tr>
<td>CP</td>
<td>cyclic prefix</td>
</tr>
<tr>
<td>DFT</td>
<td>discrete-Fourier transform</td>
</tr>
<tr>
<td>IDFT</td>
<td>inverse discrete-Fourier transform</td>
</tr>
<tr>
<td>IF</td>
<td>intermediate frequency</td>
</tr>
<tr>
<td>ISM</td>
<td>industrial, scientific, and medical</td>
</tr>
<tr>
<td>LAN</td>
<td>local area network</td>
</tr>
<tr>
<td>LLR</td>
<td>log-likelihood ratio</td>
</tr>
<tr>
<td>LO</td>
<td>local oscillator</td>
</tr>
<tr>
<td>LOD</td>
<td>locally optimum detector</td>
</tr>
<tr>
<td>MCA</td>
<td>Middleton Class-A</td>
</tr>
<tr>
<td>MD</td>
<td>minimum distance</td>
</tr>
<tr>
<td>MIMO</td>
<td>multiple-input multiple-output</td>
</tr>
<tr>
<td>MISO</td>
<td>multiple-input single-output</td>
</tr>
<tr>
<td>ML</td>
<td>maximum-likelihood</td>
</tr>
<tr>
<td>MMSE</td>
<td>minimum mean-square error</td>
</tr>
<tr>
<td>MRC</td>
<td>maximum ratio combining</td>
</tr>
<tr>
<td>MD</td>
<td>minimum distance</td>
</tr>
<tr>
<td>MTR</td>
<td>maximum ratio combining</td>
</tr>
<tr>
<td>ML</td>
<td>minimum-likelihood</td>
</tr>
<tr>
<td>MMSE</td>
<td>minimum mean-square error</td>
</tr>
<tr>
<td>PDF</td>
<td>probability density function</td>
</tr>
<tr>
<td>PEP</td>
<td>pairwise error probability</td>
</tr>
<tr>
<td>QAM</td>
<td>quadrature amplitude modulation</td>
</tr>
<tr>
<td>RFI</td>
<td>radio frequency interference</td>
</tr>
<tr>
<td>SBL</td>
<td>Sparse Bayesian learning</td>
</tr>
<tr>
<td>SINR</td>
<td>Signal-to-interference-plus-noise ratio</td>
</tr>
<tr>
<td>SNR</td>
<td>signal-to-noise ratio</td>
</tr>
<tr>
<td>ST</td>
<td>space-time</td>
</tr>
<tr>
<td>SoS</td>
<td>symmetric alpha-stable</td>
</tr>
<tr>
<td>ZF</td>
<td>zero-forcing</td>
</tr>
</tbody>
</table>
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