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Abstract

Neural network rules and coding theory concepts have been associated in the past. It is known that in relation to neural networks, iterative decoding exhibits some nonlinear dynamics. The purpose of this thesis, therefore, is to set forth an evaluation of the concept of neural network design related to Low-Density Parity-Check (LDPC) code structures and algorithmic aspects. A basic introduction to neural networks is given as major aspects of existing network structures are looked into. New ideas relating to the LDPC decoding sum-product algorithm are then introduced and explored in a non-specific manner later in the thesis.
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1 Introduction

As far back as the 1940's, neural networks have been an area of extensive research in an attempt to realize a computational model of the human brain. The majority of this research is concerned with problems in pattern recognition and use of standard neural networks for neural computing. Research has also been conducted in the area of error control coding with applications in communications and computer science.

For nearly as long as the neural networks have been considered, even more significant advances have been made in communications through coding. Shannon published his groundbreaking paper [1] that would eventually lead to advances in information and coding theory such as Reed-Solomon codes, convolutional codes, Turbo and Low-Density Parity-Check (LDPC) codes: all made with an aim of solving Shannon's classical problem of transmitting messages over a noisy channel such that the receiver can receive a message with high probability in what is considered reliable transmission. LDPC codes were first discovered by Gallagher in 1963 [2] but were not really in use until they were "re-discovered" by MacKay and Neal because of their close to ideal performance according to Shannon's limit. Since a lot of work has been directed towards achieving low complexity efficient decoding of LDPC codes, this makes them ideal for a study in relation to neural networks and optimal neural network design, if suitable links can be observed.

The idea of using Artificial Neural Networks to decode LDPC codes is by itself not an entirely new idea [3, 4], however one of the biggest limitations has always been the length of the codes being constrained by the length that is reasonable to train. Using the inherent pattern recognition and generalization abilities of a properly trained neural network can at a constant time enable very high speed, non iterative LDPC decoding, with some significant error performance levels on short codes. Some research has been done on the use of neural networks for purposes of decoding LDPC codes using the multi-layer feed-forward network [4] which does not use the typical probabilistic metrics used in the known decoding methods. We clearly know that standard neural networks are by far not able to compete with the known decoding algorithms for such codes and knowing that this has been successfully implemented as shown in these papers already comes as a surprise. We also note that short codes (which are the ones worked with) have a lot of cycles and hence message passing would not be a suitable decoding algorithm in this case anyway.

My aim in writing this thesis is therefore not to apply standard neural networks for decoding purposes of LDPC codes but rather to check the similarities and of course differences in the design and structure of both the sum-product algorithm and the standard neural network models. Using the extended features of the algorithm in decoding LDPC codes, we then set forth possible ways to perhaps represent the decoding algorithm on some of the neural network structures. We would of course like to understand the actual sum-product algorithm as a kind of neural network and with this thesis, we provide some insight into how this could be done. The "resulting neural networks" actually realize the sum-product algorithm without any major degradation. Attempting to apply standard neural networks for decoding would have only led to failure, since there are optimum algorithms out there, which a neural network can, of course, never beat in performance.
This thesis is organized as follows. In the following, we present a brief outline of the individual sections that comprise the work done. We present the reader with our motivation for this thesis as well as the state of the art contributions that have been made. The second section defines LDPC codes and provides some detail on their design by linear programming. The third section explains the main idea behind neural networks. The different existing structures are explored in this section. The fourth section gives a thorough discussion of the contribution of our work and addresses the current results. Connections between the two topics are drawn. Section 5 concludes with a short comparative discussion and points out possible work topics to complement this work.

2 Low-Density Parity-Check Codes

These, as the name suggests, are a class of linear error-correcting block codes which are represented by a sparsely structured parity-check matrix. For this thesis, the equivalent graphical representation of the codes will also be considered. The code has a true rate \( R = \frac{k}{n} \) for a matrix \( H \) with dimensions \((n - k) \times n\) where \( n \) is the length of the codeword and \( k \) is the length of the information word.

LDPC codes are represented using bipartite graphs, which have variable nodes corresponding to the elements of the codeword and check nodes corresponding to the parity-check constraints, as well as the edges connecting them. In order to describe how the parity-check matrix of an LDPC code maps to the corresponding graph we introduce the parity-check matrix below with given \( n \) and \( k \), the 1s in the matrix indicate which nodes are connected, i.e., the 1s represent edges. Let us consider the parity-check matrix\(^1\) below with \( n = 8 \) and \( k = 4 \).

\[
H = \begin{bmatrix}
0 & 1 & 0 & 1 & 1 & 0 & 0 & 1 \\
1 & 1 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 1 & 1 & 1 \\
1 & 0 & 0 & 1 & 1 & 0 & 1 & 0
\end{bmatrix}
\]

\(^1\)This is not a typical LDPC matrix since the typical one is usually sparse.
The matrix above is represented in Fig. 1 below.

2.1 Regular and irregular codes

LDPC codes are generally divided into regular and irregular codes.

On the one hand, regular LDPC codes are so called if the number of 1s per column and per row are constant with the relation \( \frac{n-k}{n} = \frac{t_c}{t_r} \), where \( t_c \) and \( t_r \) are the number of 1s per column and the number of 1s per row, respectively. Graphically, there is the same number of incoming edges for every variable node and also for all the check nodes as shown in Fig. 1 above. In the graph, the variable nodes represent the bits of the codeword while the check nodes define the parity-check conditions. Regular LDPC codes are parametrized by \((n, t_c, t_r)\).

On the other hand, irregular LDPC codes do not have a constant number of 1s in its rows and columns. Their degree distributions are therefore not parametrized using the number of 1s in columns and rows of the matrix but rather with polynomials from the edge and node perspectives. Irregular LDPC codes have been proven to have a significantly better performance than their regular counterparts. Below are the equations used for the degree distributions as in [5].
Using the more commonly used edge perspective\(^2\), we define the variable node degree distribution as
\[
\lambda(x) = \sum_{i=2}^{d_{v_{\text{max}}}} \lambda_i x^{i-1}
\] (2)
and the check node degree distribution as
\[
\rho(x) = \sum_{i=2}^{d_{c_{\text{max}}}} \rho_i x^{i-1},
\] (3)
where \(d_{v_{\text{max}}}\) and \(d_{c_{\text{max}}}\) are the maximum variable and check node degrees, respectively, \(\lambda_i\) and \(\rho_i\) are the proportions of edges connected to variable and check nodes, respectively.

Using the node perspective, we define the variable node degree distribution as
\[
\Lambda(x) = \sum_{i=1}^{l_{\text{max}}} \Lambda_i x^i
\] (4)
and the check node degree distribution as
\[
P(x) = \sum_{i=1}^{r_{\text{max}}} P_i x^i,
\] (5)
where \(l_{\text{max}}\) and \(r_{\text{max}}\) are the maximum variable and check node degrees, respectively, \(\Lambda_i\) and \(P_i\) are the number of variable nodes of degree \(i\) and number of check nodes of degree \(i\) respectively. We define these parameters such that for a code of length \(n\) and rate \(R\), \(\sum_i \Lambda_i = n\) and \(\sum_i P_i = n(1 - R)\).

2.2 Decoding by message passing

LDPC codes are decoded iteratively using a message passing algorithm called the sum-product algorithm (SPA). The SPA decoding technique involves exchange of messages between the variable and the check nodes iteratively along the edges of the Tanner graph.

The variable nodes receive messages from the check nodes to which they are connected and the outgoing messages are then a function of all the incoming messages except the one along the edge on which the outgoing message is to be sent. The same procedure for passing messages is used for the check nodes as well. How the messages pass is essential for a good performance of the algorithm whose efficiency is degraded by a code with short cycles. The girth of a given graph is the length of the shortest cycle and it should therefore be maximized so as to have more efficient decoding. A tree-like structure is desirable since it ensures the independence of the messages and avoids short loops. For this reason, it is always better to have a sparse \(H\) matrix so as to reduce the dependency between messages or at least its effect on the code performance.

\(\text{\footnotesize\(2\)}\) The edge perspective is better to use especially for asymptotic analysis, see [5]
The messages are represented as random variables expressed as log-likelihood ratios (LLRs). The LLR of a received value \( y \) is the soft decision decoding metric whose sign determines the bit value and the amplitude is a measure of accuracy in prediction [6]. It can be expressed as \( L(x) = \ln \frac{p(x=0|y)}{p(x=1|y)} \) which in turn is expressed in terms of the intrinsic LLR and the a-priori known information which is given by the channel input distribution. \( L(x) \) is then equal to \( L_{ch} + L_{a}(x) \). \( L_{ch} \) takes the form of the maximum likelihood ratio, i.e., \( \ln \frac{p(y|x=0)}{p(y|x=1)} \) hence contains information from the channel. The a-priori information, \( L_{a}(x) \), is simply \( \ln \frac{p(x=0)}{p(x=1)} \).

The update rules for the algorithm where \( v_m^{(l)} \) represents the LLR message from variable node \( v_m \) and the same for the check nodes are shown in the equations below:

**Variable node:**

\[
v_m^{(l)} = u_0 + \sum_{k=1, k \neq m}^{d_v-1} u_k^{(l-1)} \quad \forall \ m = 1, ..., i
\]

(6)

**Check node:**

\[
u_k^{(l)} = 2 \tanh^{-1} \left( \prod_{m=1, m \neq k}^{d_c-1} \tanh \left( \frac{v_m^{(l)}}{2} \right) \right) \quad \forall \ k = 1, ..., j
\]

(7)

The SPA update rules for the variable and check nodes are illustrated in Fig. 2 below, where \( u_0 \) gives the intrinsic LLR of the codeword bit corresponding to the variable node in question based on channel information (LLR of the channel observation).

![Figure 2: Sum-product algorithm update rules](image)

For every discrete time step\(^3\) \( t \), one iteration of the message exchange begins with the variable nodes processing the information received from the check nodes in the previous iteration and transmitting the messages to their neighbors, continued with the check nodes processing the information received during the same iteration and sending it back to the variable nodes to be used in the following iteration [6]. The initial message from any check node is taken to be 0, such that in the first iteration the variable nodes will transmit the intrinsic information from the channel to the check nodes for them to process the information and send it back to the variable node side to be available during the second iteration.

\(^3\)The current time step, \( t \), is used in superscript
An iteration is complete when all messages have been computed once by all previous equations. We can then compute the a-posteriori ratio after, say, $L$ iterations using:

$$v_{\text{app}, n} = u_0 + \sum_{k=1}^{i} u_k^{L} \quad \forall \text{ variable nodes } n = 1, ..., N . \quad (8)$$

The final decision on the binary values of the variable nodes is made by (as in [7]):

$$\hat{m}_n = \frac{1 - \text{sign}(v_{\text{app}, n})}{2} \quad \forall \text{ variable nodes } n = 1, ..., N . \quad (9)$$

Over a cycle-free graph, we generally use the message passing scheme on factor graphs and easily calculate the different a-priori probabilities (APPs) at the bit nodes by factorizing Bayes’ rules. However, since LDPC codes are of finite length in general, this is not the case, however, we only still use the algorithm when we have not too short cycles in the codes. This is why it is important to make the $H$ matrix sparse.

**Density evolution**

In order to optimize the degree distribution of an irregular LDPC code, the decoding behavior has to be investigated. Density evolution is a asymptotic tool used to predict the decoding performance of the algorithm by tracking the distribution (probability density functions) of the messages. We can use it to design codes of finite length that have very good performance. It provides mutual information between iterations and has been demonstrated in [8] and [9] for Gaussian distributions.

The mutual information message from variable to the check nodes in the $l$th iteration is denoted as $x_{vc}^{(l)}$ while the one between check and variable nodes is $x_{cv}^{(l)}$. Updating the mutual information messages is then done by the evolution equations [7] as

$$x_{cv}^{(l)} = 1 - \sum_{j=2}^{d_{\text{max}}} \rho_j J \left( (j - 1) J^{-1} \left( 1 - x_{vc}^{(l)} \right) \right) , \quad (10)$$

$$x_{vc}^{(l)} = \sum_{i=2}^{d_{\text{max}}} \lambda_i J \left( \frac{2}{\sigma^2} + (i - 1) J^{-1} \left( x_{cv}^{(l-1)} \right) \right) , \quad (11)$$

where

$$J(m) = 1 - \frac{1}{\sqrt{4\pi m}} \int_{\mathbb{R}} \log_2(1 + e^{-v}) e^{-\frac{(v-m)^2}{4m}} dv \quad (12)$$

as derived in [7] computes the mutual information as a function of the mean and so$^4$ $x_v = J(m)$ and $v$ is a random variable such that $v \sim \mathcal{N}(m, 2m)$. These equations are applied for consistent densities. A density $f(x)$ is considered consistent iff $f(x) = e^x f(-x) \forall x \in \mathbb{R}$.

$^4J$ is a strictly monotonous continuous function whose inverse allows us to calculate the mean of messages of such a density determined by $(m, 2m)$. 
When we combine equations (10) and (11) above, we obtain the density evolution as an explicit function of the degree distributions, the channel noise variance, and the mutual information from iteration $l - 1$ as

$$x_{vc}^{(l)} = F\left(\lambda, \rho, \sigma^2, x_{vc}^{(l-1)}\right)$$

for which we like to ensure that the mutual information increases at every iteration and so density evolution is guaranteed to predict the decoding behavior because $x_{vc}^{(l)} > x_{vc}^{(l-1)}$.

### 2.3 Design by Linear Programming

The linear programming optimization algorithm is adopted to find suitable variable node degree distributions in the LDPC code design. [6, 10, 11] use it in for unequal error protection modulation and key reconciliation for channels susceptible to eavesdropping. The approaches used in the mentioned works are derived from topics beyond the scope of this thesis and since this thesis does not explore these areas in any detail, this summary is barely based on these works. The optimization method continues from (13) and considers $\rho(x)$ to be fixed so as to make the function $F$ linear in $\lambda$. The optimization of $\lambda(x)$ is done, with knowledge of $\rho$ and $\sigma^2$, through a rate maximization criterion.

The rate $R$, given by

$$R = 1 - \frac{\int_0^1 \rho(x) dx}{\int_0^1 \lambda(x) dx} = 1 - \frac{\sum_{j \geq 2} \rho_j / j}{\sum_{i \geq 2} \lambda_i / i},$$

is maximized subject to constraints that $x_{vc}^{(l)} > x_{vc}^{(l-1)}$, $\sum_j \rho_j = 1$, and $\lambda(1) = 1$ as in [8].

It should also be noted that when designing irregular LDPC codes, it is desirable for the check nodes to have lower degrees because the probability that the check function is fulfilled decreases as the degree gets bigger, whereas for variable nodes it is desirable to have it mixed up but certainly have some high degree nodes because this means that more extrinsic messages are delivered along the edges to the variable nodes and they then converge faster, i.e., only after a few iterations. Once the desired degree distribution is obtained, we can use one of several algorithms to construct the parity-check matrix. Most of these construction algorithms are mentioned on pages 228-232 in [7].
3 Neural Networks

Largely inspired by biological neurons, Artificial Neural Networks (ANNs) are essentially computational models that have particular properties that allow them to adapt, learn, and organize data. There are two main kinds of neural networks, namely feed-forward and recurrent networks. The main difference between the networks is easily whether or not the networks use feedback paths. Feed-forward networks process the received signals in input nodes and pass the computation results to the output or the input of the next layer. In this architecture, the processed signals in a layer are not fed back to that layer in any form. Therefore, more complex functions can only be implemented through adding layers to the network. Although, networks without feedback are widely used, feedback has been found to have a profound effect on the overall performance of a network and brings the network richer dynamics. This way, the network is able to implement complex functions with fewer layers than feedforward networks. For both types of networks, the signals are received by input source nodes and are sent out all the way through to the output neurons.

3.1 Multi-layer Perceptron

The pioneering work of McCulloch and Pitts [12] describes the threshold function used for basic logic computations. This is widely regarded as the first major contribution to neural network theory and it is on this that we base our neuron model as well as define typical architectures for neural networks. The artificial neuron has a weight vector $\mathbf{w} = (w_{j1}, w_{j2}, ..., w_{jm})$ and a threshold or bias $b_j$. The weights are analogous to the strength of the dendritic connections in biological neurons. The bias is considered the value that must be surpassed by the inputs before an artificial neuron will become active, i.e., be greater than zero. However, it is usually written as an additive term. The activation of a neuron is the sum of the inner product of the weight vector with an input vector $\mathbf{x} = (x_1, x_2, ..., x_m)$ and the bias. Figure 3 below shows a clear representation of a model of the neuron which includes an activation function\(^5\) for the output. In order to satisfy the requirement for non-linearity, a commonly used $\tanh$-sigmoid function is used.

\[ y_j = \tanh\left(\mathbf{w}^T \cdot \mathbf{x} + b_j\right) \]

Figure 3: A simple artificial neuron model

\(^5\)An activation function adds smooth non-linearity to the output of each neuron. Denoted by $\varphi(\cdot)$
We use this neuron as a building block of neural networks. In 1958, Frank Rosenblatt then conceived the perceptron a.k.a. single layered feedforward network which offers only one trainable weight layer. With only one input layer and one output layer, the perceptron was used primarily for linear classification. The perceptron is therefore perhaps the simplest form of an ANN used in most neural network literature. Conventionally though, neurons are organized in layers so as to increase the computational power of the network models. This then leads us to the multi-layered perceptron (feed-forward network) that has at least one hidden layer of neurons between the input and output layers. The multi-layer perceptron uses the so-called back-propagation algorithm described below to train the network.

**Back-propagation algorithm**

The back-propagation algorithm is mentioned here as the standard and most important method for training neurons in feed-forward neural networks. It is particularly similar to the Least Mean Squares algorithm and this could perhaps give some insight into how it works, since feed-forward networks are much less complex than their recurrent counterparts. The algorithm uses the summed squared error as its metric such that the aim is to minimize it by changing the synaptic weights of the given network.

The model is largely based on the one used in [13]. Given an input vector pattern \( u(n) \) and an output vector pattern \( y(n) \) at iteration \( n \), we shall use the notations below to describe components used in the algorithm:

- \( u_i(n) \) is the \( i \)-th element of the input vector.
- \( d_j(n) \) is the expected output of the neuron \( j \).
- \( y_k(n) \) is the \( k \)-th element of the output vector. It is the output function signal of neuron \( k \).
- \( w_{ij}(n) \) is the synaptic weight connecting the output of neuron \( j \) to the input of neuron \( i \). The correction applied to this parameter is \( \Delta w_{ij}(n) \). We also use \( b_j \) to represent the bias which is the effect of a synapse weight of \( w_{j0} \) connected to a fixed input of 1.
- \( v_j(n) \) is the intermediate signal that is a weighted sum of all inputs and bias of neuron \( j \) which is fed into the activation function.
- \( m_l \) is the number of nodes in layer \( l \). So the number of nodes in the first hidden layer would be \( m_1 \).
- \( r \) is the learning rate of the algorithm. [13] shows that the smaller the value of \( r \) is, the less we need to make changes in the weights of the network per iteration and that a very large \( r \), even though good for fast learning, may not be ideal because it can make the network unstable.

In the feedforward case where \( u \) is the input, \( y \) is the output, and \( x \) is the vector of hidden units’ values, "messages"\(^6\) are passed forward (unaltered weights) as function signals and error signals are passed backward (with the local gradient recursively so as to change the synaptic connection weights of the network.

---

\(^6\)Messages here are our input training data \( u(n) \)
We activate hidden units using

\[ x_i^{p+1}(n) = \varphi \left( \sum_j w_{ij}^p x_j^p(n) \right), \]  

(15)

where \( p \) is the layer such that the input for the first layer of units has the components of \( u(n) \) as the input.

The \( v_j(n) \) at the input of the activation functions and the output \( y_j(n) \) of the activation functions are mathematically expressed below:

\[ v_j(n) = \sum_{i=0}^{m} w_{ji}(n) y_i(n) \quad \text{and any output } y_j(n) = \varphi_j(v_j(n)) \]  

(16)

The error signal \( e_j(n) = d_j(n) - y_j(n) \) is computed at the output layer at iteration \( n \).

The error signals, we pass these error signals backward from the output side to alter the weights of each neuron and compute the local gradient for each neuron.

The dependence of \( \Delta w_{ji}(n) \) on \( \frac{\partial \mathcal{E}(n)}{\partial w_{ji}(n)} \) is illustrated with use of the learning rate (step size) \( r \) such that \( \Delta w_{ji}(n) = -r \cdot \frac{\partial \mathcal{E}(n)}{\partial w_{ji}(n)} \). Employing the chain rule, we can express the sensitivity factor for different nodes as follows:

1. Output nodes:

\[ \frac{\partial \mathcal{E}(n)}{\partial w_{ji}(n)} = \frac{\partial \mathcal{E}(n)}{\partial e_j(n)} \cdot \frac{\partial e_j(n)}{\partial y_j(n)} \cdot \frac{\partial y_j(n)}{\partial v_j(n)} \cdot \frac{\partial v_j(n)}{\partial w_{ji}(n)} \]  

(17)

Quite clearly, simple values can be attached to the four partial derivatives involved in that, the first one is simply \( e_j(n) \), the second is \( -1 \), the third is the value of \( \varphi'(v_j(n)) \), and the last one is \( y_i(n) \). These are all known values after the forward passing is done and the errors are known.

The update on the weights is made such that \( w_{ji}(n+1) = w_{ji}(n) + \Delta w_{ji}(n) \)

2. Hidden nodes:

The error signals for hidden neurons is not as clear as that of output ones. Here we have to recursively find the error signal of a single neuron in terms of error signals of all other neurons to which the one in question is directly connected. In this case, we would still use the chain rule as in Eq. (17), but the first three partial derivatives are treated differently so that we build on again from \( \frac{\partial \mathcal{E}(n)}{\partial v_j(n)} \cdot \frac{\partial v_j(n)}{\partial w_{ji}(n)} \).

The chain rule is applied again, this time ignoring the error signal of the neuron as shown below:

\[ \frac{\partial \mathcal{E}(n)}{\partial v_j(n)} = \frac{\partial \mathcal{E}(n)}{\partial y_j(n)} \cdot \varphi'(v_j(n)) \]
Since $E(n)$ depends on the errors of the output neurons denoted with index $k$,

$$\frac{\partial E(n)}{\partial y_j(n)} = \sum_k e_k(n) \frac{\partial e_k(n)}{\partial y_j(n)} = \sum_k e_k(n) \frac{\partial e_k(n)}{\partial v_k(n)} \frac{\partial v_k(n)}{\partial y_j(n)} = -\sum_k e_k(n) \varphi'(v_j(n)) w_{kj}(n)$$

so $\frac{\partial E(n)}{\partial w_{ji}(n)} = -\sum_k e_k(n) \varphi'(v_j(n)) w_{kj}(n) \varphi'(v_j(n)) y_i(n)$ and the weight update is made just as for the output nodes.

A stopping criterion has to be defined by means of a threshold value for convergence, setting a specific number of iterations or obtaining diminishing errors after which the training is stopped.

### 3.2 Hopfield Networks

Inspired by the spin system in physics, John Hopfield came out with his model in 1982, the Hopfield network is a multi-loop feedback network in which the output of each neuron is fed back with delay to each of the other neurons in the network. It is some type of recurrent neural network for which a Lyapunov function\(^7\) governs the dynamics of the network. For such a network, we assume a random initial state such that the state of the network evolves to some final state that is ideally a local minimum of the governing Lyapunov function. In our model we shall describe below, we use the binary neurons (based on the McCulloch-Pitts model in [12]) which are updated one at a time. A simple diagram below shows an example of a weighted undirected graph to represent a Hopfield network.

![Figure 4: A Hopfield network with 3 neurons](image)

We shall define some notations to be used for this section of the review:

- $w_{ij}$ denotes synaptic weight connection between neuron $j$ and neuron $i$. These are the components of the weight matrix $W$.
- $s_i$ denotes the state/activity of the neuron $i$.

\(^7\)A Lyapunov function is some scalar function used to prove stability of the equilibrium point of a nonlinear system.
We use single shot learning\(^8\) such that we compute the weights in the matrix \(W\) with the learning rule for a set of patterns \(s^p\) being

\[
  w_{ij} = \sum_{p=1}^{P} s^p_i s^p_j. \tag{18}
\]

The activation function used here is the common binary threshold function such that everything above 0 is +1, else −1 (this means that if the states are equal then we increase the weight by 1, otherwise we reduce it by 1).

The Hopfield net can either be used with discrete time or continuous time. For the standard discrete time model, we assume that there is no self-feedback, i.e., \(w_{kk} = 0 \ \forall k\) neurons and that the weights are symmetric such that \(w_{ij} = w_{ji}\). Because of the asynchronous treatment\(^9\) of the network units and the assumptions made for this model, convergence is guaranteed for a network with the energy function (with states \(s\), bias \(b\), and weights \(w\)) shown below:

\[
  E = -\sum_i s_i b_i - \frac{1}{2} \sum_j \sum_{i,i\neq j} w_{ij} s_i s_j \tag{19}
\]

where the \(\frac{1}{2}\) appears because each pair is counted twice in the double summation.

We choose a neuron \(j\) at random and update the neuron using the update rule below. A chosen pattern is entered in the network by either setting all or part of the available nodes to a particular value. Iterations are then made with the asynchronous updating till no changes occur and we have the lowest energy \(E\):

\[
  s_j(n + 1) = \varphi\left( \sum_i w_{ji}s_i(n) - b_i \right) \tag{20}
\]

The spin model in statistical physics can also be seen as a more detailed instance of a Hopfield network. This model has been used for idealized magnetic systems and defined with magnetically coupled spins \(\pm 1\) for the states, magnetic coupling \(J\) for the weights and applied field \(H\) (we might use \(h_n\) for a non-constant field) for the bias.

This basic introduction of this complex subject is based on the publication by Advani et al. in \[14\], Chapter 31 in MacKay’s book \[15\], and Chapter 11 of Haykin \[13\].

As a parallel to the standard model, we can define the energy function of given state \(s\) as:

\[
  E(s | J, H) = -\frac{1}{2} \sum_{i,j} J_{ij}s_is_j - \sum_j Hs_j
\]

with \(J\) simply replacing \(W\), \(H\) replacing the bias \(b_i\), and the spin states having a similar function as those in the standard model insofar as to represent spin degrees of freedom which can only take values \(\pm 1\). \(J\) (chosen randomly to have i.i.d. zero mean Gaussian components) is the magnetic coupling between any two spins and \(H\) here denotes the applied field which is assumed to be constant.

---

\(^8\)Each training pattern is used exactly once.

\(^9\)Each neuron is probed in a random manner, but with equal probability.
Allowing $P(s)$ to be the probability of state\textsuperscript{10} $s$, we define, for a body at equilibrium temperature $T$, this probability to be

\begin{equation}
P(s) = \frac{1}{Z(\beta, J)} e^{-\beta E(s|J,H)}
\end{equation}

where

\begin{equation}
Z(\beta, J) = \sum_s e^{-\beta E(s|J,H)}
\end{equation}

is called the partition function and $\beta = \frac{1}{k_B T}$\textsuperscript{11} is an inverse temperature [14].

Many of the details in the corresponding papers are left out, because they are way beyond the scope of this thesis. The intricate details concerning the heat capacities, replica and cavity methods for the interested reader are given in [14] and [15].

### 3.3 Echo-State Networks

Unlike other recurrent neural networks in which no single property defines their structure, Echo-State networks are defined solely by the property of having or not having an echo state prior to their training. A network found to have echo states for one set of training data may not have them for another and for this reason, the training data is sampled from a specifically chosen set of data or interval. Even though this property is mentioned with high acclaim, we can only provide a solid proof for the non-existence of echo states in a network.

In echo-state networks, only the weights of the output units are trained. Input to hidden unit connections are of fixed weight, hidden to hidden unit connections are randomly selected. We select the random hidden to hidden unit weights and the scale of the input to hidden unit connection weights in such a way that the length of the activity vector does not really change with iteration which then allows the input to echo through the network.

Given a discrete time neural network with $M$ input units, $N$ hidden units, and $P$ output units, we give the notations to describe components in our echo-state network approach:

- $u(n)$ is the input vector of size $M$ at iteration time $n$. We use it together with target output $d(n)$ so as to have training data.
- $x(n)$ is the activation state vector of size $N$ for the hidden units. It is seen in [16, 17] as a function of the previous inputs which brings about the use of “echo” to describe this state.
- $y(n)$ is the output vector of size $P$ at iteration time $n$.
- $W^{in}$ is the weight matrix for the input weights $[N \times M]$.
- $W$ is the weight matrix for the hidden units’ weights $[N \times N]$.
- $W^{out}$ is the changeable weight matrix connecting to the output units $[P \times (M + N + P)]$.
- $W^{back}$ is the weight matrix connecting output units back to the hidden units $[N \times P]$

\textsuperscript{10} This also counts as the asymptotic distribution of states under Boltzmann distribution.

\textsuperscript{11} $k_B$ is Boltzmann’s constant, $1.3806488 \times 10^{-23}$ m$^2$kg s$^{-2}$K$^{-1}$
The basic idea is to have a so-called reservoir which one uses as a source of neuronal dynamics from which the desired output can be modeled. The intuition behind echo-state networks is that for an untrained network with training data \((u(n), d(n))\) from \(U\) and \(D\), respectively, the network has echo states with respect to the sets \(U\) and \(D\) if for every left-infinite training sequence \((u(n), d(n-1))\) and for all state sequences \(x(n), x'(n)\) compatible with the training sequence in that \(x(n+1)\) and \(x'(n+1)\) fulfill (25), then it holds that \(x(n) = x'(n)\) for all \(n \leq 0\) as in [16]. This can be seen as such that for a long enough input sequence, the \(x(n)\) should not depend on the initial conditions applied before the input. \(x(n)\) is, as defined, an echo and is therefore a function of previously presented input \(u(n), u(n-1), \ldots\)

We randomly generate a matrix \(W_0\) and find its \(|\lambda_{max}|\), normalize it such that \(W_1 = \frac{1}{|\lambda_{max}|} W_0\), and then we come up with a suitable \(W\) scaled as \(\alpha W_1\) with the spectral radius of \(W\) being \(\alpha\). Choosing \(\alpha\) is therefore carefully done since defines the convergence speed.

Below is a conjecture taken directly from Jäger’s publication in [16]. It further defines how we can be sure that we have an echo-state network to work with.

Let \(\delta\) and \(\varepsilon\) be two very small positive numbers. There exists a network size \(N\), such that when an \(N\) sized dynamical reservoir is randomly constructed by

1. randomly generating a sparse weight matrix \(W_0\) with spectral radius \(|\lambda_{max}|\) by sampling the weights from a uniform distribution over \([-1,1]\)
2. normalizing \(W_0\) to a matrix \(W_1\) with unit spectral radius by putting \(W_1 = \frac{1}{|\lambda_{max}|} W_0\)
3. scaling \(W_1\) to \(W_2 = (1-\delta) W_1\), whereby \(W_2\) obtains a spectral radius of \((1-\delta)\) then the network \((W_{in}, W, W_{back})\) is an echo-state network with a very high probability \(1 - \varepsilon\).
We compute output weights \( w_i^{\text{out}} \) using the fact that \( d(n) \) should be approximated by

\[
y(n) = f^{\text{out}} \left( \sum_{i=1}^{N} w_i^{\text{out}} x_i(n) \right),
\]

which is a simple regression model of \( d(n) \) on hidden states \( x_i(n) \). We use the (Normalized) Mean Squared Error\(^{12}\) as the metric to train the network. The training on the network is carefully elaborated in [16]. It entails having set up the untrained network with corresponding matrices \( W, W^{\text{in}}, \) and \( W^{\text{back}} \). We have already described, in some detail, how to generate the \( W \) matrix. How the other two matrices are chosen is trivial as long as \( W \) is carefully modeled. \( W^{\text{in}} \) can be generated from the same distribution as \( W \). The network is initialized using \( x(0) = d(0) = 0 \) and updated with an input training sequence for \( n = 0, \ldots, T \) such that \( x(n+1) = \varphi (W^{\text{in}} u(n+1) + W(n)) \). An initial transient is chosen such that after some time \( n_{\text{min}} \), the network state is determined by the preceding input history. Training the output matrix \( W^{\text{out}} \) involves use of the target output data \( d(n) \). We place values of \( x(n) \) produced from the respective \( u(n) \) into a matrix \( X \), where each column is a sequence \( x(n) \) for all \( n \). The same is done to create a matrix \( D \) with components from all sequences \( d(n) \)\(^{13}\). Expressing Eq. (23) in matrix form\(^{14}\), we obtain

\[
W^{\text{out}} = DX^T (XX^T)^{-1}
\]

as the linear regression model to find the matrix \( W^{\text{out}} \).

For the trained network, activation of the hidden units is given by

\[
x(n+1) = \varphi \left( W^{\text{in}} u(n+1) + Wx(n) + W^{\text{back}} y(n) \right)
\]

(25)

The output is determined according to

\[
y(n+1) = f^{\text{out}} (W^{\text{out}}(u(n+1), x(n+1), y(n)))
\]

(26)

---

\(^{12}\)MSE = \( \frac{1}{N} \sum_n (d(n) - y(n))^2 \) is minimized.

\(^{13}\)Matrices are such \( X \in \mathbb{R}^{N \times T} \) and \( D \in \mathbb{R}^{P \times T} \).

\(^{14}\)We now use the desired output \( d(n) \) for training and for purposes of clarity, ignore \( f^{\text{out}} \), i.e., consider it to be linear.
4 Relations between LDPC Codes and Neural Networks

Continuing Henkel’s work in [18], we can easily make the connection between neural networks and LDPC-like codes in terms of their use of the sigmoid function as an activation function in the back-propagation algorithm and for the other network models mentioned in Section 3.

4.1 The neuron in the Tanner graph under message passing

We have the popular sigmoid activation in neurons which compares to the use of the tanh-function in updates of the check nodes under message passing. The standard model of a neuron in the back-propagation algorithm has a hyperbolic tangent activation function and after drawing some mathematical similarities, we can easily see a neuron model inside LDPC decoding. The equations below rigorously illustrate this close relationship.

From the equations (6) and (7), we now define $v_k^T := \tanh(v_k/2)$.

With this, the variable-node equation becomes

$$v_m^T (l) = \tanh \left( \frac{u_0 + \sum_{k=1, k \neq m}^{i} u_k^{(l-1)}}{2} \right) \quad \forall m = 1...i \quad (27)$$

This also leads to a modified check-node equation

$$u_k^T (l) = \prod_{m=1, m \neq k}^{j} v_m^T (l) \quad \text{or} \quad \ln u_k^T (l) = \sum_{m=1, m \neq k}^{j} \ln v_m^T (l) \quad (28)$$

Another simplification option solely looking into the check-node equation in log domain:

$$\ln \tanh \frac{u_k^{(l)}}{2} = \sum_{m=1, m \neq k}^{j} \ln \tanh \frac{v_m^{(l)}}{2}, \forall k = 1...j \quad (29)$$

$v_m$ are LLRs, i.e., we can rewrite

$$\ln \tanh \frac{v_m^{(l)}}{2} = \ln \frac{v(0)}{v(1)} - 1 \quad (30)$$

Furthermore,

$$\begin{pmatrix} V(0) \\ V(1) \end{pmatrix} = \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix} \begin{pmatrix} v(0) \\ v(1) \end{pmatrix} \quad (31)$$

using a $2 \times 2$ DFT relation.

Further defining $\mathcal{V} = \ln \frac{V(1)}{V(0)}$ and $\mathcal{U} = \ln \frac{U(1)}{U(0)}$, yields for the check node side

$$\mathcal{U}_k^{(l)} = \sum_{m=1, m \neq k}^{j} \mathcal{V}_m^{(l)}, \quad \forall k = 1...j \quad (32)$$
Also in comparison to the neuronal model in Fig. 3, we show a figurative flow of LDPC sum-product decoding in Fig. 6 below, which when carefully disassembled, would contain behaviorisms of the described neuron model. On the variable node side, one can take the channel information to be some sort of bias and the extrinsic messages to be the incoming vector $\mathbf{x}$ of the neuron. At this point after summation\(^{15}\), the variable to check node messages can be seen as $v_j$, the output of the summing function. The output $y_j$ is then represented by the output of the $\tanh$ function as in the neuron model.

On the check node side, the connection to LDPC codes is rather not that simple. We have seen that the check node sums up messages in the DFT domain. There is a non-linear non-neural network like function used, i.e., the $\tanh^{-1}$ function.

4.2 Comparisons between the perceptron and LDPC graphs

In structure, single layered perceptron networks bear a certain similarity to factor graphs used in decoding LDPC codes with no cycles. However, the perceptron does not have the same bidirectional flow of information along the edges of the graph like for LDPC codes. Factor graphs representing LDPC codes are mainly known to be directed acyclic graphical models and as far graphical representation goes, the neural networks that have so far been introduced in this thesis can be viewed as directed graphs. Unlike over edges of an LDPC graph, the signal-flow in neural networks is hugely influenced by the weights of the interconnecting edges. Although LDPC message-passing decoding has the same sigmoid-type function which we have used as a basis to check whether there are even more similarities between the decoding algorithm and standard networks, there are some fundamental differences between the LDPC message-passing decoding and the perceptron, which perhaps apply to all neural networks in general:

- Multi layer perceptrons have at least one layer of hidden units which is quite inapplicable to LDPC codes. This, in addition to having to train networks, is very dissimilar to LDPC edge processing.

\(^{15}\)This summation is in the neuron model as well
• Unlike variable and check nodes, the neuron model we use does not pass different messages over different edges. It rather transmits the same message over all its outgoing edge(s).

• A neuron cannot have access to the individual messages received over its links from its neighbors. The only quantity that is available to a neuron during the decision-making process is a weighted sum over the received messages.

• The neuron model we use does not perform over Galois fields as in LDPC codes which usually operate in GF(2).

The individual neurons that we use are also limited in such a way that they cannot really communicate probabilities since they mainly work with thresholds.

4.3 Message passing in the Hopfield network

All particles in the magnetic spin system that we described communicate with each other so as to reach an energetically favorable state. As an analogy to LDPC codes, this is essentially like finding the correct codeword and this communication, although not shown by fully connected graphs, is done through the constant passing of messages which in the end implies indirect dependence on other nodes. In [14], a message passing approach to analyzing statistical mechanics systems is introduced. Using message passing algorithms to understand neuronal activity for a given matrix $J$ is investigated for magnetic systems. Although the system employs message passing as a tool to compute marginals, we can use this to get some insights on how to implement sum-product algorithm decoding of LDPC codes on these such networks.

Some of the criticism to Hopfield networks in their relation to decoding of LDPC codes on graphs are that they generally are fully connected networks and the neurons cannot be divided up into a set of variable and check nodes since they all serve the same function.

4.4 Structural comparisons between echo-state networks and LDPC graphs

Just as we do not consider the full complexity of real biological neurons when making artificial neural networks, in this section, we shall ignore or simply overlook some of the complexities in both topics in order to give some motivation for drawing these comparisons. Looking at it on the surface, sparse connectivity used in the hidden layer connections is most stand-out and yet most trivial aspect of echo-state networks that can immediately be connected to the given LDPC $H$ matrices. If we liken variable nodes to the hidden units and the check nodes to the output layer units, I would suggest approaching the comparison in two different ways.
In the first approach, we re-model the structure of ESNs such that the hidden nodes are not connected through the matrix \( W \), i.e., \( W = 0 \). We can then rigorously show a structural relationship between ESNs and LDPC decoding graphs. The unchanged output layer would represent the check nodes. A shortcoming of this, however, is that removal of the reservoir connections limits the functionality of the graph as an echo-state network.

\[
\begin{align*}
\mathbf{x}(n+1) &= \varphi \left( \mathbf{W}^\text{in} \mathbf{u}(n+1) + \mathbf{W}^\text{back} \mathbf{y}(n) \right) \quad (33) \\
\mathbf{y}(n+1) &= f^{\text{out}} \left( \mathbf{W}^\text{out} \mathbf{x}(n+1) \right) \quad (34)
\end{align*}
\]

\( f^{\text{out}} \) in (26) is usually linear but in this case would be replaced by the \( \tanh^{-1} \) as is on the check node side of LDPC codes. Here, matrices \( \mathbf{W}^\text{out} \) and \( \mathbf{W}^\text{back} \) are so carefully chosen so as to correctly map the messages to the outgoing vectors \( \mathbf{x}(n) \) and \( \mathbf{y}(n) \), respectively. \( \mathbf{W} \) is totally ignored and \( \mathbf{W}^\text{in} \) is a linear mapping (e.g., identity matrix multiplication) of input LLRs from \( \mathbf{u}(n) \).
\( x(n + 1) \) is the output of the variable nodes’ layer.\(^{16} \) \( y(n + 1) \) is the output of the check nodes’ layer and is initialized with \( y(0) = 0 \). Figure 8 shows an example of message exchange from a check node \( j \) to a variable node \( i \). The \( x_{\setminus i}(n + 1) \) is the variable nodes’ output vector excluding the information from variable node \( i \).

![Figure 8: Message exchange from check to variable node in the first approach](image)

The second approach incorporates ideas from Binary Markov sources in order to model the matrices involved in describing the network. In this case the variable nodes would ideally have connection amongst each other as in a Markov source model and the original echo-state network we described. The state of the node is the same as the value (either 0 or 1) we get while decoding. Figure 9 below and the few steps thereafter illustrate this approach.

![Figure 9: Echo-state network architecture in the second approach](image)

\(^{16}x(n)\) is not of interest when computing \( x(n + 1) \) because \( W \) is 0.
Defining the LLR of node \( i \) as \( L_{s_i} = \ln \frac{p(s_i = 0)}{p(s_i = 1)} \), we can find it using the formulations below to demonstrate the use of Markov states in LLR computation.

\[
L_{s_i} = \ln \frac{p(s_i = 0 \mid s_{i-1} = 0)p(s_{i-1} = 0) + p(s_i = 0 \mid s_{i-1} = 1)p(s_{i-1} = 1)}{p(s_i = 1 \mid s_{i-1} = 0)p(s_{i-1} = 0) + p(s_i = 1 \mid s_{i-1} = 1)p(s_{i-1} = 1)}
\]

(35a)

\[
L_{s_i} = \ln \frac{p(s_i = 0 \mid s_{i-1} = 0)}{p(s_i = 1 \mid s_{i-1} = 0)} \frac{p(s_{i-1} = 0)}{p(s_{i-1} = 1)} + p(s_i = 0 \mid s_{i-1} = 1)
\]

(35b)

\[
L_{s_i} = \ln \frac{p(s_i = 0 \mid s_{i-1} = 0)e^{L_{s_{i-1}}}}{p(s_i = 1 \mid s_{i-1} = 0)e^{L_{s_{i-1}}}} + p(s_i = 1 \mid s_{i-1} = 1)
\]

(35c)

We can also a maximum a posteriori probability (MAP) decoding once we know the received word \( y \). We solve for \( \hat{s}_i = \arg \max p(s_i \mid y) \) such that

\[
\hat{s}_i = \frac{p(s_i)}{\text{a-priori info.}} + \frac{p(y_i \mid s_i)}{\text{intrinsic likelihood}} + \frac{p(Y_i \mid s_i)}{\text{extrinsic information}}
\]

(36)

The sum-product algorithm can efficiently compute the conditional density \( p(s_i \mid y) \) through factorization.

## 5 Conclusions

In this thesis, we have proposed various simple yet insightful ways to look at sum-product decoding of LDPC codes implemented with neural networks. We have also presented other possible relations based on more than just the decoding algorithm. We have used message passing under conditions that are somewhat dissimilar to those in the decoding algorithm when implemented over Hopfield networks. These connections can easily be built upon so as to yield interesting results for neural networks. Ideas to make the MLP neural networks better could emerge since we may take the advantage of the probabilistic structure of the sum-product algorithm. Ideas about use of the known connections between mean squared error (IMMSE) and mutual information as well as optimization of degree distribution of codes can possibly be incorporated into neural network design. Since we know how to optimize LDPC codes, maybe we can use these tools to optimize neural networks and in so doing, improve the performance of the neural networks.

To conclude this thesis, I would like to say that although the work is very theoretical, it serves as a detailed literature review on two substantially vast topics and I hope that the interested reader can use this as motivation for a venture into understanding neural networks better in relation to graph-based coding. It is something that I will personally continue pursuing.
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